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In this talk, we revisit some elements of the theory of self-concordant functions. 
We replace the notion of self-concordant barrier by a new notion of set-limited 
function, which forms a wider class. We show that the proper set-limited functions 
ensure polynomial time complexity of the corresponding path-following method 
(PFM). Our new PFM follows a deviated path, which connects an arbitrary feasible 
point with the solution of the problem. We present some applications of our 
approach to the problems of unconstrained optimization, for which it ensures a 
global linear rate of convergence even in for nonsmooth objective function.
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In the recent years, the most important developments in Optimization were 
related to clarification of abilities of the higher-order methods. These schemes 
have potentially much higher rate of convergence as compared to the lower-
order methods. However, the possibility of their implementation in the form of 
practically efficient algorithms was questionable during decades. In this talk, 
we discuss different possibilities for advancing in this direction, which avoid 
all standard fears on tensor methods (memory requirements, complexity of 
computing the tensor components, etc.). Moreover, in this way we get the new 
second-order methods with memory, which converge provably faster than the 
conventional upper limits provided by the Complexity Theory.
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