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ABSTRACT. We supply the mathematical arguments required to complete the proofs of two previously published results: Lieb-Robinson bounds for the dynamics of quantum lattice systems with unbounded on-site terms in the Hamiltonian and the existence of the thermodynamic limit of the dynamics of such systems.

1. Introduction

In [11] we studied Lieb-Robinson bounds for lattice oscillator systems and applied those bounds to prove the existence of infinite system dynamics for a class of anharmonic lattices in [12]. This required a generalization of the Lieb-Robinson bounds proved for short-range quantum spin systems in [8] and the extensions to more general interactions in [7, 9, 10]. In particular, oscillator systems have an infinite-dimensional Hilbert space of states at each site and their Hamiltonians are unbounded self-adjoint operators, defined on a dense domain, not the entire Hilbert space. Unfortunately, the way this issue was addressed in [11] is inadequate, as was pointed out to us by Hendrik Grundling in a series of emails.

The purpose of this note is to remove the shortcomings of [11]. With the complete proofs provided here, all our results hold as stated in the original publications.

The points we need to address are of two types. The first type concerns issue with the calculus of functions with values in the bounded linear operators on a separable Hilbert space and the solution of evolution equations with unbounded generators defined on a dense domain. As Grundling pointed out to us, and as we explain in Section 2 below, the differentiability, continuity and measurability properties of the functions we encounter are not always self-evident and this makes the generalization of results in finite dimension sometimes less than straightforward. E.g., the norm of a bounded strongly continuous operator-valued function is not necessarily continuous. In general, such a function is measurable only if the underlying Hilbert space is separable. Since it does not appear to be widely known how to deal with such issues, we include the necessary arguments in Section 2.

A second set of issues occurs in the specific application to the dynamics of lattice systems and to explain how to address those we need to recall the setup of [11] (see Section 3). An important role is played by observables with finite support and Lieb-Robinson bounds allow one to bound the rate of growth of the support under the Heisenberg dynamics. It is necessary to separate the terms in the Hamiltonian that preserve the support of a given observable from terms that do not and to estimate the effect of the corresponding components on the dynamics accordingly. By paying proper attention to these issues we provide a correct proof of Theorem 2.1 in [12].

2. Evolution equations in \( B(\mathcal{H}) \)

In this section we review some basic properties of operator-valued functions and prove two preliminary results: Proposition 2.1 on the solution of the Schrödinger equation with time-dependent
bounded Hamiltonians, and Lemma 2.2 on estimating the growth in norm of solutions of a class of Heisenberg-type equations.

Let $\mathcal{H}$ be a complex, separable Hilbert space and let $\mathcal{B}(\mathcal{H})$ denote the bounded linear operators on $\mathcal{H}$. A function $A : \mathbb{R} \to \mathcal{B}(\mathcal{H})$ is said to be strongly continuous (resp. strongly differentiable) if: for all $\psi \in \mathcal{H}$, $A(t)\psi$ is continuous (resp. differentiable) in $t$ with respect to the norm topology on $\mathcal{H}$. By the Uniform Boundedness Principle, if $A$ is strongly continuous, then $A$ is locally bounded, i.e., if $I \subset \mathbb{R}$ is compact, then

$$\sup_{t \in I} \|A(t)\| < \infty$$

As the following example shows, the strong continuity of $t \mapsto A(t)$ does not imply that $t \mapsto \|A(t)\|$ is continuous. Consider a sequence of non-zero, orthogonal projections $P_n$ for which $\sum_{n=0}^{\infty} P_n = \mathbb{1}$, as a series converging in the strong operator topology. For any smooth function $f : [0, \infty) \to [0, 1]$, such that $f(x) = 1$, for $x \in [0, 1]$, and $f(x) = 0$ for $x \geq 2$, define $A(t)$ by

$$A(t) = \begin{cases} \mathbb{1} - \sum_{n=0}^{\infty} f(nt) P_n, & \text{if } t > 0, \\ 0, & \text{otherwise.} \end{cases}$$

Then, $A(t)$ is strongly continuous, but $\|A(t)\|$ is not continuous at $t = 0$. To see the strong continuity, consider the estimate

$$\| (A(t) - A(t_0)) \psi \|^2 = \sum_{n=0}^{\infty} (f(nt) - f(nt_0))^2 \| P_n \psi \|^2 \leq \sum_{n=\lceil t^{-1} \rceil}^{\lceil 2t_0^{-1} \rceil} (f(nt) - f(nt_0))^2 \| P_n \psi \|^2.$$

Here we assumed that $t > t_0 \geq 0$. If $t_0 > 0$, we find

$$\sum_{n=\lceil t^{-1} \rceil}^{\lceil 2t_0^{-1} \rceil} (f(nt) - f(nt_0))^2 \| P_n \psi \|^2 \leq \sum_{n=\lceil t^{-1} \rceil}^{\lceil 2t_0^{-1} \rceil} (nt - t_0) \| f' \| \infty \| P_n \psi \|^2 \leq 4t_0^{-1} |t - t_0|^2 \| f' \| \infty \| \psi \|^2.$$

This shows strong continuity on $(0, \infty)$. In the case $t_0 = 0$, we have

$$\sum_{n=\lceil t^{-1} \rceil}^{\lceil 2t_0^{-1} \rceil} (f(nt) - f(nt_0))^2 \| P_n \psi \|^2 \leq \sum_{n=\lceil t^{-1} \rceil}^{\infty} \| P_n \psi \|^2.$$

and strong continuity follows as the RHS is the tail of a convergent series. Since $\|A(0)\| = 0$ and $\|A(t)\| = 1$ for $t > 0$, $\|A(t)\|$ is clearly not continuous at $0$.

Using the local boundedness it is easy to show that the product of two strongly continuous mappings is jointly strongly continuous. In fact, let $A$ and $B$ be strongly continuous mappings. It suffices to observe that, for any $t_0, s_0 \in \mathbb{R}$, the norm of the quantity

$$(A(t)B(s) - A(t_0)B(s_0)) \psi = A(t)(B(s) - B(s_0)) \psi + (A(t) - A(t_0)) B(s_0) \psi$$

converges (as $(t, s) \to (t_0, s_0)$) to zero for every $\psi \in \mathcal{H}$. A similar argument shows that the product of strongly differentiable mappings is strongly differentiable in each variable.

In the following sections we will make use of various types of integrals of operator-valued functions. Therefore, we briefly discuss the measurability of operator-valued functions. Weak integrals are defined as follows. If $A : \mathbb{R} \to \mathcal{B}(\mathcal{H})$ is weakly measurable, i.e. for all $\phi, \psi \in \mathcal{H}$, $t \mapsto \langle \phi, A(t) \psi \rangle$ is measurable, then for any interval $I \subset \mathbb{R}$ the weak-integral of $A$ over $I$ is defined as the operator $B_I \in \mathcal{B}(\mathcal{H})$ given by the Lebesgue integral

$$\langle \phi, B_I \psi \rangle = \int_I \langle \phi, A(t) \psi \rangle \, dt.$$
integrals. It is useful to note that for a function $A : \mathbb{R} \to \mathcal{B}(\mathcal{H})$, weak measurability implies that the functions $t \mapsto \|A(t)\psi\|$, for any $\psi \in \mathcal{H}$, and $t \mapsto \|A(t)\|$, are measurable. This follows from the existence of a countable dense set, $\mathcal{S}_0$, in the unit sphere in $\mathcal{H}$ (it is here that we use that $\mathcal{H}$ is separable) and the fact that the supremum of a countable set of measurable functions is measurable (see, e.g., [2, Proposition 2.7]). Explicitly, if for all $\phi, \psi \in \mathcal{H}$, $t \mapsto \langle \phi, A(t)\psi \rangle$ is measurable, then so is $t \mapsto \|\langle \phi, A(t)\psi \rangle\|$, and therefore also the following two functions defined as a supremum of measurable functions:

(8) \[ \|A(t)\psi\| = \sup\{\|\langle \phi, A(t)\psi \rangle\| : \phi \in \mathcal{S}_0\} \]

(9) \[ \|A(t)\| = \sup\{\|A(t)\psi\| : \psi \in \mathcal{S}_0\} \]

As a consequence, the bound

(10) \[ |\langle \phi, B_I\psi \rangle| \leq \int I |\langle \phi, A(t)\psi \rangle|dt \leq \|\phi\| \int I \|A(t)\psi\|dt \]

immediately yields

(11) \[ \left\| \left( \int_I A(t) dt \right) \psi \right\| \leq \int I \|A(t)\psi\|dt \]

where we have used the more common notation $\int_I A(t)dt$ for $B_I$. A similar argument shows that

(12) \[ \left\| \int_I A(t) dt \right\| \leq \int I \|A(t)\|dt. \]

The integrals estimated in (11) and (12) are defined as weak integrals. If the integrals also exist in a stronger sense, clearly, the same inequalities hold.

The Schrödinger dynamics generated by a bounded, time-dependent Hamiltonian is well understood and solutions are often expressed by a Dyson series. A standard result in this direction assumes that $H : \mathbb{R} \to \mathcal{B}(\mathcal{H})$ is strongly continuous and self-adjoint, i.e. $H(t)^* = H(t)$ for all $t \in \mathbb{R}$ (see, e.g., Theorem X.69 of [4]). Under this assumption, for every initial condition $\psi_0 \in \mathcal{H}$, the time-dependent Schrödinger equation

(13) \[ i\frac{d}{dt}\psi(t) = H(t)\psi(t), \quad \psi(0) = \psi_0, \]

has a unique solution in the sense that there is a unique differentiable function $\psi(t)$ which satisfies (13). This solution is easily seen to give rise to a unitary propagator $U(t, s) \in \mathcal{B}(\mathcal{H})$ such that

(14) \[ \psi(t) = U(t, s)\psi(s), \quad t, s \in \mathbb{R} \]

with $U(t, s)$ separately, strongly differentiable in both $t$ and $s$. An explicit construction of this propagator is given by the Dyson series:

(15) \[ U(t, s)\psi = \psi + \sum_{n=1}^{\infty} (-i)^n \int_s^t \int_s^{t_1} \cdots \int_s^{t_{n-1}} H(t_1) \cdots H(t_n)\psi dt_n \cdots dt_1 \]

for any $\psi \in \mathcal{H}$. It is easily seen that the propagator $U(t, s)$ itself satisfies the equation

(16) \[ \frac{d}{dt} U(t, s) = -i H(t) U(t, s), \]

which holds in the strong sense.

The additional observation we want to make here is that $U(t, s)$ is not only the unique strong solution of this equation. It is also a fact that any bounded weak solution of (16) necessarily coincides with $U(t, s)$. By weak solution, we mean that for all $\phi, \psi \in \mathcal{H}$,

(17) \[ \frac{d}{dt} \langle \phi, U(t, s)\psi \rangle = -i \langle \phi, H(t) U(t, s)\psi \rangle. \]
This also implies that if, for strongly continuous, self-adjoint, and bounded \( H(t) \), the operators \( U(t,s) \) satisfy

\[
\frac{d}{dt} U(t,s) = -iH(t)U(t,s),
\]

for \( \psi \) in a dense subset of \( \mathcal{H} \), then the equation is satisfied for all \( \psi \in \mathcal{H} \), that \( U(t,s) \) is separately, strongly differentiable in both \( t \) and \( s \), and that \( U(t,s) \) is given by the Dyson series (15). This is the content of the following proposition.

**Proposition 2.1.** Let \( A : \mathbb{R} \to \mathcal{B}(\mathcal{H}) \) be strongly continuous. Then the following statements hold:

(i) The equation

\[
\frac{d}{dt} V(t) = A(t)V(t), \quad V(t_0) = V_0 \in \mathcal{B}(\mathcal{H})
\]

has a unique strong solution \( V(t) \) for all \( t \in \mathbb{R} \). For \( t < t_0 \), the operators \( V(t) \) and any \( V(t) \) are jointly, strongly continuous and bounded.

(ii) Any locally norm-bounded, weak solution coincides with the strong solution.

(iii) If \( V : \mathbb{R} \to \mathcal{B}(\mathcal{H}) \) is strongly continuous and satisfies

\[
\frac{d}{dt} V(t) = A(t)V(t)\psi, \quad V(t_0)\psi = V_0\psi
\]

for \( \psi \) in a dense subset of \( \mathcal{H} \), then \( V(t) \) satisfies (20) for all \( \psi \in \mathcal{H} \). In other words, \( V(t) \) is the strong solution.

(iv) If \( V_0 \) is invertible, the solution \( V(t) \) is invertible for all \( t \in \mathbb{R} \), and the inverse \( V(t)^{-1} \) is strongly differentiable.

(v) If \( A(t) = -iH(t) \), with \( H(t) \) bounded and self-adjoint for all \( t \in \mathbb{R} \), the solution \( V(t) \) with initial condition \( V_0 = \mathbb{I} \) is unitary for all \( t \in \mathbb{R} \) and, using the uniqueness, it is easy to verify that \( U(t,s) = V(t)V(s)^{-1} \) is a unitary cocycle also given by (15).

**Proof.** (i) The solution can be constructed using the Dyson series (15) in the same way as is done for self-adjoint \( A(t) \). In fact, for any \( t \in \mathbb{R} \) and \( \psi \in \mathcal{H} \), consider

\[
V(t)\psi = V_0\psi + \sum_{n=1}^{\infty} \int_{t_0}^{t} \int_{t_0}^{t_1} \cdots \int_{t_0}^{t_{n-1}} A(t_1) \cdots A(t_n)V_0\psi dt_n \cdots dt_1
\]

The integrals appearing as terms in the series above are well-defined due to the strong continuity of \( A \); in particular, for any \( n \geq 1 \), products of the form \( A(t_1) \cdots A(t_n) \) are jointly, strongly continuous in the variables \( t_1, \ldots, t_n \). Thus, the integrands are measurable. Moreover, local boundedness further implies that the series is absolutely convergent, and hence, the Dyson series is a strong solution of (19). For \( t < t_0 \), the expression (21) may also be written as

\[
V(t)\psi = V_0\psi + \sum_{n=1}^{\infty} (-1)^n \int_{t}^{t_0} \int_{t}^{t_1} \cdots \int_{t}^{t_{n-1}} A(t_1) \cdots A(t_n)V_0\psi dt_n \cdots dt_1
\]

Uniqueness of the strong solution can be proved using Gronwall’s Lemma. For example, suppose \( V_1 \) and \( V_2 \) are two strong solutions. Then, for all \( \psi \in \mathcal{H} \) and any \( t \in \mathbb{R} \), we have

\[
\|(V_1(t) - V_2(t))\psi\| = \left\| \int_{t_0}^{t} \frac{d}{ds} (V_1(s) - V_2(s))\psi \ ds \right\|
\]

\[
= \left\| \int_{t_0}^{t} A(s)(V_1(t) - V_2(t))\psi \ ds \right\|
\]

\[
\leq M \int_{t_-}^{t_+} \|(V_1(s) - V_2(s))\psi\| \ ds
\]

where we have set \( t_+ = \max\{t, t_0\} \) and \( t_- = \min\{t, t_0\} \). Gronwall’s Lemma then implies that \( (V_1(t) - V_2(t))\psi = 0 \). As \( \psi \) is arbitrary, this proves the uniqueness of the strong solution.
(ii) The uniqueness of bounded weak solutions can be proved in the same way. Suppose that \( V_1(t) \) and \( V_2(t) \) are two weak solutions of (19). This means that for all \( \phi, \psi \in \mathcal{H} \) and any \( t \in \mathbb{R} \),

\[
\frac{d}{dt} \langle \phi, V_i(t) \psi \rangle = \langle \phi, A(t)V_i(t) \psi \rangle, \quad \text{with} \quad \langle \phi, V_i(t_0) \psi \rangle = \langle \phi, V_0 \psi \rangle, \quad \text{for} \quad i = 1, 2.
\]

Therefore,

\[
\left| \langle \phi, (V_1(t) - V_2(t)) \psi \rangle \right| = \left| \int_{t_0}^{t} \frac{d}{ds} \langle \phi, (V_1(s) - V_2(s)) \psi \rangle \, ds \right| = \left| \int_{t_0}^{t} \langle \phi, A(s)(V_1(s) - V_2(s)) \psi \rangle \, ds \right| \leq \| \phi \| \| \psi \| M \int_{t_0}^{t} \| V_1(s) - V_2(s) \| \, ds
\]

where we have, again, set \( t_+ = \max\{t, t_0\} \) and \( t_- = \min\{t, t_0\} \). By taking the supremum over all normalized \( \phi, \psi \in \mathcal{H} \), this shows that

\[
\| V_1(t) - V_2(t) \| \leq M \int_{t_-}^{t_+} \| V_1(s) - V_2(s) \| \, ds
\]

which, upon application of Gronwall’s Lemma, implies that \( V_1(t) = V_2(t) \) for all \( t \in \mathbb{R} \). Since any strong solution is also a weak solution, the unique weak and unique strong solution must coincide.

(iii) Under the assumptions, there is a dense subset \( \mathcal{D} \subset \mathcal{H} \), such that for all \( \psi \in \mathcal{D} \) and \( \phi \in \mathcal{H} \), we have

\[
\frac{d}{dt} \langle \phi, V(t) \psi \rangle = \langle \phi, A(t)V(t) \psi \rangle.
\]

It is clear that \( \| V(t) \| \) is locally bounded. In fact, the usual proof of Gronwall’s Lemma yields an explicit bound in terms of \( \| V_0 \| \) and the local norm bound on \( A \). For \( \psi \in \mathcal{H} \), let \( \{ \psi_n \} \) be a sequence in \( \mathcal{D} \) converging to \( \psi \), and consider the sequence of functions \( f_n \) defined by

\[
f_n(t) = \langle \phi, V(t) \psi_n \rangle.
\]

Due to (26), we have \( f'_n(t) = \langle \phi, A(t)V(t) \psi_n \rangle \). Since \( A(t)V(t) \) is bounded, it is easy to see that the sequence \( \{ f'_n \} \) converges to \( g(t) = \langle \phi, A(t)V(t) \psi \rangle \), and the convergence is uniform on compact sets. Therefore the conditions of [5, Theorem 7.17] are satisfied, implying that \( f_n(t) \) converges to \( f(t) = \langle \phi, V(t) \psi \rangle \) and \( f'(t) = g(t) \). This proves that

\[
\frac{d}{dt} V(t) \psi = A(t)V(t) \psi,
\]

for all \( \psi \in \mathcal{H} \), and therefore that \( V(t) \) is again the unique strong solution of (19).

(iv) Consider the solution \( W(t) \) of

\[
\frac{d}{dt} W(t) = -W(t)A(t), \quad W(t_0) = V_0^{-1},
\]

which is given by

\[
W(t) \psi = V_0^{-1} \psi + \sum_{n=1}^{\infty} (-1)^n \int_{t_0}^{t} \int_{t_0}^{t_1} \cdots \int_{t_0}^{t_n-1} V_0^{-1} A(t_n) \cdots A(t_1) \psi \, dt_n \cdots dt_1.
\]

It is then straightforward to check that \( Y(t) = V(t)W(t) \), with \( V \) the solution of (19), satisfies

\[
\frac{d}{dt} Y(t) = A(t)Y(t) - Y(t)A(t), \quad Y(t_0) = \mathbb{1},
\]

which has the unique, constant solution \( Y(t) = \mathbb{1} \). Therefore, we have \( W(t) = V(t)^{-1} \).

(v) This follows in a straightforward manner from the arguments given above. \qed
The above results using the Dyson series also enable a simple norm bound for solutions of certain differential equations. This enters our proof of the Lieb-Robinson bound, and we state it here as a basic lemma.

**Lemma 2.2.** Let $A, B : \mathbb{R} \to \mathcal{B}(\mathcal{H})$, be strongly continuous, with $A$ self-adjoint, i.e. $A(t)^* = A(t)$, for all $t \in \mathbb{R}$. Then, for any $t_0 \in \mathbb{R}$, there exists a unique strong solution of the initial value problem

\begin{equation}
    f'(t) = i[A(t), f(t)] + B(t) \quad \text{with} \quad f(t_0) = f_0 \in \mathcal{B}(\mathcal{H}).
\end{equation}

This solution $f(t)$ satisfies the estimate

\begin{equation}
    \|f(t)\| \leq \|f(t_0)\| + \int_{t_-}^{t_+} \|B(s)\| \, ds
\end{equation}

for $t \in \mathbb{R}$; here we have set $t_+ = \max\{t, t_0\}$ and $t_- = \min\{t, t_0\}$. Moreover, any bounded weak solution coincides with the strong solution and, therefore, satisfies the norm bound (33).

**Proof.** With $t_0 \in \mathbb{R}$ fixed, the Dyson series given by

\begin{equation}
    U(t, t_0) = \mathbb{1} + \sum_{n=1}^{\infty} \frac{i^n}{n!} \int_{t_0}^{t} \int_{t_0}^{t_1} \cdots \int_{t_0}^{t_{n-1}} A(t_1) \cdots A(t_n) \, dt_n \cdots dt_1
\end{equation}

is a well-defined, strongly differentiable family of unitaries satisfying the time-dependent Schrödinger equation corresponding to $-A$, i.e. for any $\psi \in \mathcal{H},$

\begin{equation}
    i \frac{d}{dt} U(t, t_0) \psi = -A(t) U(t, t_0) \psi, \quad \text{with} \quad U(t, t_0) \psi = \psi.
\end{equation}

One readily checks that $U(t, t_0)^* = U(t_0, t)$. Thus it is also strongly differentiable and satisfies

\begin{equation}
    i \frac{d}{dt} U(t, t_0)^* \psi = U(t, t_0)^* A(t) \psi, \quad \text{with} \quad U(t, t_0)^* \psi = \psi.
\end{equation}

As a consequence, for any $g_0 \in \mathcal{B}(\mathcal{H})$, the mapping $g : \mathbb{R} \to \mathcal{B}(\mathcal{H})$ given by

\begin{equation}
    g(t) = U(t, t_0) g_0 U(t, t_0)^*
\end{equation}

is the unique, strong solution of the initial value problem

\begin{equation}
    g'(t) = i[A(t), g(t)] \quad \text{with} \quad g(t_0) = g_0.
\end{equation}

Here the uniqueness statement is proven by arguments using Gronwall’s Lemma as is done in Proposition 2.1.

We now claim that $f : \mathbb{R} \to \mathcal{B}(\mathcal{H})$ given by

\begin{equation}
    f(t) = U(t, t_0) \left( f_0 + \int_{t_0}^{t} U(s, t_0)^* B(s) U(s, t_0) \, ds \right) U(t, t_0)^*
\end{equation}

is a strong solution of (32). As a product of strongly differentiable mappings, it is clear that this $f$ is strongly differentiable. A short calculation shows that this $f$ satisfies (32), and moreover, the bound (33) readily follows from (39) and unitarity of $U$. Again, as discussed in the proof of Proposition 2.1, an application of Gronwall’s Lemma proves uniqueness (in both the strong and weak sense), and this completes the proof. \qed
3. A proof of the Lieb-Robinson bound

The models we consider are defined over a countable set $\Gamma$ equipped with a metric $d$. In the event that the cardinality of $\Gamma$ is infinite, we will assume that there is a non-increasing function $F : [0, \infty) \rightarrow (0, \infty)$ for which:

i) $F$ is uniformly integrable, i.e.

$$
\|F\| = \sup_{x \in \Gamma} \sum_{y \in \Gamma} F(d(x, y)) < \infty,
$$

and

ii) $F$ satisfies the convolution condition

$$
C = \sup_{x, y \in \Gamma} \sum_{z \in \Gamma} F(d(x, z)) F(d(z, y)) F(d(x, y)) < \infty
$$

A quantum system over $\Gamma$ is now defined as follows. To each site $x \in \Gamma$, we associate a separable, complex Hilbert space $H_x$. By $B(H_x)$ we will denote the algebra of all bounded linear operators over $H_x$. For any finite set $\Lambda \subset \Gamma$, the Hilbert space of states and algebra of local observables over $\Lambda$ will be denoted by

$$
H_\Lambda = \bigotimes_{x \in \Lambda} H_x \quad \text{and} \quad A_\Lambda = B(H_\Lambda)
$$

For any two finite sets $\Lambda_0 \subset \Lambda \subset \Gamma$, $A_{\Lambda_0}$ can be naturally identified with the subset of $A_{\Lambda}$ consisting of $\tilde{A} = A \otimes 1_{\Lambda \setminus \Lambda_0} \in A_{\Lambda}$, for all $A \in A_{\Lambda_0}$. The algebra of local observables is given by the inductive limit

$$
A_{\Gamma}^{\text{loc}} = \bigcup_{\Lambda \subset \Gamma} A_{\Lambda},
$$

where the union taken over all finite subsets of $\Gamma$. The completion of $A_{\Gamma}^{\text{loc}}$ with respect to the operator norm, which we denote by $A_{\Gamma}$, is a $C^*$-algebra, and it will be called the algebra of all quasi-local observables.

The models we will be considering are defined by families of Hamiltonians comprised of two types of terms: strictly local terms and bounded interactions. For each $x \in \Gamma$, there is a self-adjoint operator $H_x$ with dense domain $D_x \subset H_x$. The bounded interactions are described by a map $\Phi$ from the set of finite subsets of $\Gamma$ to $A_{\Gamma}^{\text{loc}}$ with the property that: for each $X \subset \Gamma$ finite, $\Phi(X)^* = \Phi(X) \in A_X$. Then, for each finite $\Lambda \subset \Gamma$, the Hamiltonian for the system in $\Lambda$ is given by

$$
H_\Lambda = \sum_{x \in \Lambda} H_x + \sum_{X \subset \Lambda} \Phi(X),
$$

which is well-defined and essentially self-adjoint on the dense domain (see, e.g., [3, Theorem VIII.33])

$$
D_\Lambda = \text{span}\{\bigotimes_{x \in \Lambda} \psi_x \mid \psi_x \in D_x, \text{ for all } x \in \Lambda\}.
$$

Using the spectral theorem, one can define the Heisenberg dynamics, $\tau_t^\Lambda$, generated by this self-adjoint operator, which is the one parameter group of automorphisms of $A_\Lambda$ defined by

$$
\tau_t^\Lambda(A) = e^{itH_\Lambda} A e^{-itH_\Lambda} \quad \text{for any} \quad A \in A_\Lambda.
$$

By Stone’s theorem, see e.g. Section VIII.4 of [3] or Theorem 7.3.7 of [6], the unitaries $t \mapsto U_t^\Lambda = e^{-itH_\Lambda}$ are strongly continuous, leave the domain of $H_\Lambda$ invariant, and satisfy

$$
\frac{d}{dt} U_t^\Lambda \psi = -iH_\Lambda U_t^\Lambda \psi = -iU_t^\Lambda H_\Lambda \psi \quad \text{for all} \quad \psi \in D_\Lambda.
$$
We conclude that for any $A \in \mathcal{A}_\Lambda$, the time evolution of $A$, defines a strongly continuous function $t \mapsto A(t) = \tau_t^A(A)$, in the sense of Section 2.

Lieb-Robinson bounds provide an estimate of the rate at which the support of an observable grows as it evolves under the dynamics (46). We will prove a Lieb-Robinson bound for a class of sufficiently short-range interactions defined as follows. Let $\Gamma$ and $F$ be taken as above. The space of interactions $B_F(\Gamma)$ consists of those $\Phi$ for which

$$
\|\Phi\| = \sup_{x,y \in \Gamma} \frac{1}{F(d(x,y))} \sum_{X \subset \Gamma, x,y \in X} \|\Phi(X)\| < \infty
$$

For any finite $X \subset \Lambda \subset \Gamma$, we define

$$
S_\Lambda(X) = \{Z \subset \Lambda : Z \cap X \neq \emptyset \text{ and } Z \cap (\Lambda \setminus X) \neq \emptyset\},
$$

the surface of $X$ in $\Lambda$ and set $S(X) = S_\Gamma(X)$. The $\Phi$-boundary of a set $X$ is then given by

$$
\partial_\Phi X = \{x \in X : \exists Z \in S(X) \text{ with } x \in Z \text{ and } \Phi(Z) \neq 0\}.
$$

For generic $\Phi$, $\partial_\Phi X = X$, but if $\Phi$ is of finite range, $\partial_\Phi X$ is a strict subset of $X$ when $X$ is sufficiently large. We can now state the bound.

**Theorem 3.1.** Let $\Gamma$ and $F$ be as indicated above. Fix a collection of local Hamiltonians $\{H_x\}_{x \in \Gamma}$ and an interaction $\Phi \in B_F(\Gamma)$. Let $X, Y \subset \Gamma$ be finite disjoint sets. For any finite $\Lambda \subset \Gamma$ with $X \cup Y \subset \Lambda$ and any $A \in \mathcal{A}_X$ and $B \in \mathcal{A}_Y$, the bound

$$
\| [\tau_t^\Lambda(A), B] \| \leq \frac{2\|A\|\|B\|}{C} (e^{2\|\Phi\|C|t|} - 1) D(X, Y)
$$

holds for all $t \in \mathbb{R}$, where the quantity $D(X, Y)$ is given by

$$
D(X, Y) = \min \left\{ \sum_{x \in X \cap Y} \sum_{y \notin \partial_\Phi Y} F(d(x,y)), \sum_{x \in \partial_\Phi X} \sum_{y \in Y} F(d(x,y)) \right\}
$$

Note that if $X \cap Y \neq \emptyset$, one always has $\| [\tau_t^\Lambda(A), B] \| \leq 2\|A\|\|B\|$. If $\Phi$ is exponentially decaying in the sense that there exists $a > 0$ such that $\Phi \in B(\Gamma, F_a)$, with $F_a(r) = e^{-ar} F(r)$, $F(r)$ as above, then

$$
D(X, Y) \leq \min \left\{ \sum_{x \in X \cap Y} \sum_{y \notin \partial_\Phi Y} F(d(x,y)), \sum_{x \in \partial_\Phi X} \sum_{y \in Y} F(d(x,y)) \right\} e^{-ad(X,Y)}
$$

and the upper bound (51) can be replaced by one of the exponential form found in [8].

**Proof.** We prove Theorem 3.1 in four steps. First, we define an interaction-picture dynamics; this is (57) below. For this dynamics, one can check strong differentiability; this is step 1. Next, we show that Lemma 2.2 applies and prove a basic bound, see (67), for this dynamics. In the third step, we argue that an analogous bound also holds for the full dynamics under consideration, this is (71). Finally, the desired bound, i.e. (51) above, follows from iteration of (71).

**Step 1:** Fix any finite subsets $X \subset \Lambda$ of $\Gamma$, and consider the Hamiltonian

$$
H_0 = \sum_{x \in \Lambda} H_x + \sum_{Z \subset X} \Phi(Z)
$$

which contains all strictly local Hamiltonians $H_x$ with $x \in \Lambda$, but only those interaction terms with support strictly contained within $X$. It is clear that $H_0$ is self-adjoint on the same dense domain $\mathcal{D}_\Lambda$ as the full Hamiltonian $H_\Lambda$, see (44) and (45). To ease notation in what follows, we will drop the dependence of $H_\Lambda$ on $\Lambda$ and just write $H$. 

The following defines a two-parameter family of unitaries on $\mathcal{H}_\Lambda$
\begin{equation}
W(t, s) = e^{itH_0}e^{-i(t-s)H}e^{-isH_0} \quad \text{for any } s, t \in \mathbb{R}.
\end{equation}
One readily checks that $W(s, s) = \mathbf{1}$ for any $s \in \mathbb{R}$, and moreover,
\begin{equation}
W(t, s)^* = W(s, t) = W(t, s)^{-1} \quad \text{for any } s, t \in \mathbb{R}.
\end{equation}
As the product of strongly continuous, bounded functions, $W(t, s)$ is jointly strongly continuous in $s$ and $t$. The interaction-picture dynamics is defined as
\begin{equation}
\tau_t^{\text{int}}(A) = W(0, t)AW(t, 0) = e^{itH}e^{-iH_0}Ae^{itH_0}e^{-itH} \quad \text{for any } A \in \mathcal{A}_\Lambda
\end{equation}
We will now show that $t \mapsto \tau_t^{\text{int}}(A)$ is strongly differentiable.

As we have noted, both $H$ and $H_0$ are well-defined self-adjoint operators with the same dense domain $\mathcal{D}_\Lambda \subset \mathcal{H}_\Lambda$. Stone’s theorem, as applied to $H_0$, provides an analogue of (47) for the strongly continuous unitaries $U_t^0 = e^{-itH_0}$ which is valid for all $\psi \in \mathcal{D}_\Lambda$. A calculation shows that for any $\psi \in \mathcal{D}_\Lambda$
\begin{equation}
\frac{d}{dt}W(t, s)\psi = -ie^{itH_0}(H - H_0)e^{-i(t-s)H}e^{-isH_0}\psi = -iH_{\text{int}}(t)W(t, s)\psi,
\end{equation}
where we have written
\begin{equation}
H_{\text{int}}(t) = e^{itH_0}(H - H_0)e^{-itH_0} = \sum_{Z \subset \Lambda \setminus X \neq \emptyset} e^{itH_0}\Phi(Z)e^{-itH_0}.
\end{equation}
Since the operator $H_{\text{int}}(t)$ is strongly continuous and self-adjoint, Proposition 2.1 (iii) implies that $W(t, s)$ is strongly differentiable in $t$. In fact, we conclude that $W(t, s)$ is separately strongly differentiable in $t$ and $s$ with strong derivatives given by
\begin{equation}
\frac{d}{dt}W(t, s) = -iH_{\text{int}}(t)W(t, s) \quad \text{and} \quad \frac{d}{ds}W(t, s) = iW(t, s)H_{\text{int}}(s).
\end{equation}
As a consequence, the interaction dynamics is strongly differentiable with derivative
\begin{equation}
\frac{d}{dt}\tau_t^{\text{int}}(A) = i\tau_t^{\text{int}}([H_{\text{int}}(t), A])
\end{equation}
Finally, we observe that for any $A \in \mathcal{A}_X$, with $X$ as in the definition of $H_0$, we have that
\begin{equation}
[H_{\text{int}}(t), A] = [\tilde{H}_{\text{int}}(t), A] \quad \text{where} \quad \tilde{H}_{\text{int}}(t) = \sum_{Z \in S_{\Lambda}(X)} e^{itH_0}\Phi(Z)e^{-itH_0}.
\end{equation}

Step 2: Fix $A \in \mathcal{A}_X$, $B \in \mathcal{A}_Y$, and $\Lambda$ with $X \cup Y \subset \Lambda$. In this step, the sets $X$ and $Y$ need not be disjoint. Consider the function
\begin{equation}
f(t) = [\tau_t^{\text{int}}(A), B]
\end{equation}
with $\tau_t^{\text{int}}$ defined with respect to $X \subset \Lambda$ as in Step 1 above. $f$ is strongly differentiable and the strong derivative of $f$ satisfies
\begin{equation}
f'(t) = i \left[ \tau_t^{\text{int}} \left( [\tilde{H}_{\text{int}}(t), A] \right) , B \right]
\end{equation}
\begin{equation}
= i \left[ \tau_t^{\text{int}} \left( \tilde{H}_{\text{int}}(t) \right) , f(t) \right] + i \left[ \tau_t^{\text{int}}(A) , [B, \tau_t^{\text{int}} \left( \tilde{H}_{\text{int}}(t) \right) ] \right]
\end{equation}
where, for the last equality, we used the Jacobi identity.

We will now apply Lemma 2.2 with $t_0 = 0$ and the following definitions of $A(t)$ and $B(t)$:
\begin{equation}
A(t) = \tau_t^{\text{int}} \left( \tilde{H}_{\text{int}}(t) \right) = \sum_{Z \in S_{\Lambda}(X)} \tau_t(\Phi(Z))
\end{equation}
\begin{equation}
B(t) = i \left[ \tau_t^{\text{int}}(A) , [B, \tau_t^{\text{int}} \left( \tilde{H}_{\text{int}}(t) \right) ] \right]
\end{equation}
\[ A(t) \text{ and } B(t) \text{ are strongly continuous and } A(t) \text{ is self-adjoint. Therefore, Lemma 2.2 applies and hence } f \text{ satisfies the estimate} \]

\[ \|f(t)\| \leq \|f(0)\| + 2\|A\| \sum_{Z \in S_A(X)} \int_{t_-}^{t_+} \|\tau_s(\Phi(Z)), B\| \, ds \]

with \( t_- = \min\{t, 0\} \) and \( t_+ = \max\{t, 0\} \). We will also use the trivial estimate

\[ \|f(0)\| = \|[A, B]\| \leq 2\|A\|\|B\|\delta_Y(X) \]

where, for any \( Y \subset \Gamma \), the function \( \delta_Y \) is defined by

\[ \delta_Y(X) = \begin{cases} 1 & \text{if } X \cap Y \neq \emptyset \\ 0 & \text{otherwise.} \end{cases} \]

**Step 3:** We now consider \( A \in \mathcal{A}_X, B \in \mathcal{A}_Y \text{ and } \Lambda \text{ with } X \cup Y \subset \Lambda \text{ as in the statement of the theorem.} \text{ Introduce the interaction-picture dynamics with respect to } X \subset \Lambda \text{ as in Step 1. Note that } \tau_t = \tau_t^{\text{int}} \circ \tau_t^{(0)} \text{ where we have set } \tau_t^{(0)}(A) = e^{itH_A}Ae^{-itH_0}. \text{ Using (67) and (68), we conclude that the linear mapping } G_t : \mathcal{A}_X \to \mathcal{A}_\Lambda \text{ with } G_t(A) = f(t) \text{ has a norm bound of the form} \]

\[ \|G_t\| \leq 2\|B\|\delta_Y(X) + 2\sum_{Z \in S_A(X)} \int_{t_-}^{t_+} \|\tau_s(\Phi(Z)), B\| \, ds. \]

Since \( \tau_t^{(0)}(A) \in \mathcal{A}_X \) for all \( t \in \mathbb{R} \), the norm of \( G_t(\tau_t^{(0)}(A)) = [\tau_t^{\text{int}} \circ \tau_t^{(0)}(A), B] = [\tau_t(A), B] \) can be bounded as follows

\[ \|[\tau_t(A), B]\| \leq 2\|A\|\|B\|\delta_Y(X) + 2\|A\| \sum_{Z \in S_A(X)} \int_{t_-}^{t_+} \|[\tau_s(\Phi(Z)), B]\| \, ds. \]

**Step 4:** Iteration of (71) yields

\[ \|[\tau_t(A), B]\| \leq 2\|A\|\|B\| \sum_{n=1}^{\infty} \frac{(2|t|)^n}{n!} a_n \]

where for \( n \geq 1, \)

\[ a_n = \sum_{Z_1 \in S_A(X)} \sum_{Z_2 \in S_A(Z_1)} \cdots \sum_{Z_n \in S_A(Z_{n-1})} \delta_Y(Z_n) \prod_{j=1}^{n} \|\Phi(Z_j)\|, \]

and the term corresponding to \( n = 0 \) vanishes since \( X \) and \( Y \) are disjoint. Note that for \( \Phi \in B(\Gamma, F), \) the following bounds hold:

\[ a_1 \leq \sum_{y \in Y} \sum_{Z \in S(X)} \|\Phi(Z)\| \leq \|\Phi\| \sum_{y \in Y} \sum_{x \in \partial_Y X} F(d(x, y)) \]
\[ a_2 \leq \sum_{Z_1 \in S(X)} \| \Phi(Z_1) \| \sum_{y \in Y} \sum_{z_2 \in S(Z_1): y \in z_2} \| \Phi(Z_2) \| \]
\[ \leq \| \Phi \| \sum_{Z_1 \in S(X)} \| \Phi(Z_1) \| \sum_{y \in Y} \sum_{z_1 \in \partial_y Z_1} F(d(z_1, y)) \]
\[ \leq \| \Phi \| \sum_{y \in Y} \sum_{z_1 \in \Gamma} \sum_{z_1 \in S(X): z_1 \in Z_1} \| \Phi(Z_1) \| \]
\[ \leq \| \Phi \|^2 \sum_{y \in Y} \sum_{x \in \partial_y X} \sum_{z_1 \in \Gamma} F(d(x, z_1)) F(d(z_1, y)) \]
\[ \leq C \| \Phi \|^2 \sum_{y \in Y} \sum_{x \in \partial_y X} F(d(x, y)), \] (75)
and more generally,
\[ a_n \leq \| \Phi \|^n C^{n-1} \sum_{y \in Y} \sum_{x \in \partial_y X} F(d(x, y)). \] (76)

An estimate of the form (51) follows. Note that since the dynamics is an automorphism, the same bound holds for \( \| [\tau^A_{\Lambda}(B), A] \| = \| [\tau^A_t(A), B] \| \), and hence we can use the minimum in (52).

\[ \square \]

4. ON THE EXISTENCE OF THE THERMODYNAMIC LIMIT

It is well-known, see e.g. [1], Lieb-Robinson bounds are useful in proving the existence of the thermodynamic limit of the dynamics for quantum spin systems. The same is true in this setting. The following result is from [12].

**Theorem 4.1.** Let \( \Gamma \) and \( F \) be as described in Section 3. Fix a collection of on-site Hamiltonians \( \{ H_x \}_{x \in \Gamma} \) and an interaction \( \Phi \in B_F(\Gamma) \). For each \( t \in \mathbb{R} \) and \( A \in \mathcal{A}_\Gamma^{\text{loc}} \), the norm limit
\[ \tau_t(A) = \lim_{\Lambda \to \Gamma} \tau^A_{\Lambda}(A) \]
exists and the convergence is uniform for \( t \) in compact sets. The limit may be taken along any increasing sequence of finite sets \( \Lambda \) which tend to \( \Gamma \), and the result is independent of the particular sequence. This limiting dynamics \( \tau_t(\cdot) \) can be uniquely extended to a one-parameter group of \(*\)-automorphisms on \( \mathcal{A}_\Gamma \).

**Proof.** Let \( \{ \Lambda_n \}_{n \geq 0} \) be any non-decreasing, exhaustive sequence of finite subsets of \( \Gamma \). Let \( A \in \mathcal{A}_\Gamma^{\text{loc}} \) and denote by \( X \subset \Gamma \) the finite support of \( A \). For any \( T > 0 \), we will show that the sequence \( \{ \tau^A_{\Lambda_n}(A) \}_{n \geq 0} \) is Cauchy in norm, uniformly for \( t \in [-T, T] \).

It will again be convenient to define an interaction-picture dynamics. In this case, for any finite \( \Lambda \subset \Gamma \), define a two-parameter family of unitaries on \( \mathcal{H}_\Lambda \) by setting
\[ U_{\Lambda}(t, s) = e^{it H_\Lambda^{\text{loc}}} e^{-i(t-s) H_\Lambda} e^{-is H_\Lambda^{\text{loc}}} \] (78)
where \( H_\Lambda \) is as in (44) and
\[ H_\Lambda^{\text{loc}} = \sum_{x \in \Lambda} H_x \] (79)
is just the strictly local part of \( H_\Lambda \). The finite volume interaction-picture dynamics in \( \Lambda \) is then defined by
\[ \tau^A_{t, \text{int}}(A) = U_{\Lambda}(0, t) A U_{\Lambda}(t, 0), \quad \text{for all } A \in \mathcal{A}_\Lambda. \] (80)
Arguing as in Step 1 of the proof of Theorem 3.1, it is clear that \( U_\Lambda(t, s) \) is separately strongly differentiable in \( s \) and \( t \) with

\[
\frac{d}{dt} U_\Lambda(t, s) = -i H_\Lambda^{\text{int}}(t) U_\Lambda(t, s) \quad \text{and} \quad \frac{d}{ds} U_\Lambda(t, s) = i U_\Lambda(t, s) H_\Lambda^{\text{int}}(s)
\]

where we have set

\[
H_\Lambda^{\text{int}}(t) = \sum_{Z \subseteq \Lambda} e^{it H_\Lambda^{\text{loc}}(t)} \Phi(Z) e^{-it H_\Lambda^{\text{loc}}(s)}.
\]

Our first goal is to show that the sequence \( \{ \tau_{t, \text{int}}^\Lambda(A) \}_{n \geq 0} \) is Cauchy in norm, uniformly for \( t \in [-T, T] \). In fact, we will prove the bound

\[
\| \tau_{t, \text{int}}^\Lambda(A) - \tau_{t, \text{int}}^\Lambda(A) \| \leq 2T(1 + e^{2C\|\Phi\|T})\|\Phi\| \sum_{x \in X} \sum_{y \in \Lambda_n \setminus \Lambda_m} F(d(x, y)),
\]

which is valid for any \( A \in A_X, t \in [-T, T], m, n \) large, and with \( X \subset \Lambda_m \subset \Lambda_n \). Since \( |X| \) is finite and \( F \) is uniformly integrable, this bound clearly goes to zero (uniformly for \( t \in [-T, T] \)) as \( m, n \to \infty \). Moreover, using that

\[
\tau_t^\Lambda(A) = \tau_{t, \text{int}}^\Lambda(e^{it H_\Lambda^{\text{loc}}} A e^{-it H_\Lambda^{\text{loc}}}) = \tau_{t, \text{int}}^\Lambda(e^{it \sum_{x \in X} H_x} A e^{-it \sum_{x \in X} H_x})
\]

one immediately sees that the sequence \( \{ \tau_t^\Lambda(A) \} \) is Cauchy in norm, uniformly for \( t \in [-T, T] \). Here we argue as in Step 3 of Theorem 3.1.

To prove (83), let \( A \) and \( t \) be as above and take \( m \leq n \) large with \( X \subset \Lambda_m \subset \Lambda_n \). Observe that

\[
\tau_{t, \text{int}}^\Lambda(A) - \tau_{t, \text{int}}^\Lambda(A) = \int_0^t \frac{d}{ds} \left\{ U_{\Lambda_n}(0, s) U_{\Lambda_m}(s, t) A U_{\Lambda_m}(t, s) U_{\Lambda_n}(s, 0) \right\} ds.
\]

A short calculation shows that

\[
\frac{d}{ds} U_{\Lambda_n}(0, s) U_{\Lambda_m}(s, t) A U_{\Lambda_m}(t, s) U_{\Lambda_n}(s, 0)
\]

\[
= i U_{\Lambda_n}(0, s) \left[ (H_{\Lambda_n}(s) - H_{\Lambda_m}(s)) , U_{\Lambda_m}(s, t) A U_{\Lambda_m}(t, s) U_{\Lambda_n}(s, 0) \right] U_{\Lambda_n}(s, 0)
\]

\[
= i \sum_{Z \subset \Lambda_n : Z \cap (\Lambda_n \setminus \Lambda_m) \neq \emptyset} U_{\Lambda_n}(0, s) e^{is H_{\Lambda_m}^{\text{loc}}} \left[ \Phi(Z, s), \tau_{t-s}^\Lambda \left( A(t) \right) \right] e^{-is H_{\Lambda_m}^{\text{loc}}} U_{\Lambda_n}(s, 0),
\]

where we have set

\[
\tilde{A}(t) = e^{-it H_{\Lambda_m}^{\text{loc}}} A e^{it H_{\Lambda_m}^{\text{loc}}}
\]

and used the fact that

\[
e^{is H_{\Lambda_m}^{\text{loc}}} (H_{\Lambda_n}(s) - H_{\Lambda_m}(s)) e^{is H_{\Lambda_m}^{\text{loc}}} = \sum_{Z \subset \Lambda_n} e^{is H_{\Lambda_m}^{\text{loc}}} \Phi(Z) e^{-is H_{\Lambda_m}^{\text{loc}}} - \sum_{Z \subset \Lambda_m} \Phi(Z)
\]

As a consequence, we have the norm bound

\[
\| \tau_{t, \text{int}}^\Lambda(A) - \tau_{t, \text{int}}^\Lambda(A) \| \leq \sum_{Z \subset \Lambda_n : Z \cap (\Lambda_n \setminus \Lambda_m) \neq \emptyset} \int_{t-}^{t+} \left\| \left[ \tau_{t-s}^\Lambda \left( \tilde{A}(t) \right) , \Phi(Z, s) \right] \right\| ds = \Sigma_1 + \Sigma_2
\]

where the terms in the sum on \( Z \) have been separated into two groups; those in \( \Sigma_1 \) contain all the non-trivial interaction terms with support \( Z \) satisfying \( Z \cap (\Lambda_n \setminus \Lambda_m) \neq \emptyset \) and \( Z \cap X \neq \emptyset \), while the rest are contained in \( \Sigma_2 \).
A simple, over-counting argument shows that
\[
\Sigma_1 \leq \sum_{x \in X} \sum_{y \in \Lambda_n \setminus \Lambda_n} \sum_{Z, y \in Z} \int_{t^-}^{t^+} 2\|\tilde{A}(t)\|\|\Phi(Z, s)\| \, ds \\
\leq 2T\|A\|\|\Phi\| \sum_{x \in X} \sum_{y \in \Lambda_n \setminus \Lambda_n} F(d(x, y)).
\] (89)

To estimate \(\Sigma_2\), we first use the Lieb-Robinson bound, i.e. (51). Observe that the supports of the observables being considered do not expand, i.e.,
\[
\text{supp}(\tilde{A}(t)) \subset X \quad \text{and similarly} \quad \text{supp}(\Phi(Z, s)) \subset Z
\]
and moreover, for these \(Z, Z \cap X = \emptyset\). In this case, (51) provides a norm bound on the bilinear mapping \(G_t : \mathcal{A}_X \times \mathcal{A}_Z \to \mathcal{A}_\Lambda\) with \(G_t(A, B) = [\tau_t^\Lambda(A), B]\). We conclude that
\[
\left\|\left[\tau_{t-s}^{\Lambda_m} (\tilde{A}(t)), \Phi(Z, s)\right]\right\| \leq 2\left\|\tilde{A}(t)\|\|\Phi(Z, s)\| \left(e^{2C\|\Phi\| |t-s|} - 1\right) \sum_{x \in X} \sum_{z \in Z} F(d(x, z))
\]
\[
\leq 2\|A\|\|\Phi(Z)\| e^{2C\|\Phi\| T} \sum_{x \in X} \sum_{z \in Z} F(d(x, z)).
\] (91)

Another over-counting argument leads one to
\[
\Sigma_2 \leq \sum_{y \in \Lambda_n \setminus \Lambda_n} \sum_{Z \subset \Lambda_n} \sum_{z \in Z} 2\|A\|\|\Phi(Z)\| e^{2C\|\Phi\| T} \sum_{x \in X} \sum_{z \in Z} F(d(x, z)) |t|
\]
\[
\leq \frac{2T\|A\|\|\Phi\| C}{e^{2C\|\Phi\| T}} \sum_{x \in X} \sum_{y \in \Lambda_n \setminus \Lambda_n} \sum_{z \in \Lambda_n} \sum_{Z \subset \Lambda_n} \sum_{z \in Z} F(d(x, z)) \|\Phi(Z)\|
\]
\[
\leq \frac{2T\|A\|\|\Phi\| C}{e^{2C\|\Phi\| T}} \sum_{x \in X} \sum_{y \in \Lambda_n \setminus \Lambda_n} \sum_{z \in \Lambda_n} \sum_{Z \subset \Lambda_n} \sum_{z \in Z} F(d(x, z)) F(d(z, y))
\]
\[
\leq 2T\|A\|\|\Phi\| e^{2C\|\Phi\| T} \sum_{x \in X} \sum_{y \in \Lambda_n \setminus \Lambda_n} F(d(x, y)).
\] (92)

Combining (89) and (92), we find (83) as claimed. The proof of the remaining facts in the statement of this theorem is standard (see, e.g., [14]).
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