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Abstract

Large deviation estimates are derived for sums of random variables with certain dependence structures. Our results cover local dependence (including $U$-statistics and Nash equilibria), finite population statistics and random graphs. The argument is based on Stein’s method, but with a novel modification of Stein’s equation inspired by the Cramér transform.
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1 Introduction

In 1970, Stein [38] introduced a powerful new technique for obtaining estimates for the error in the normal approximation. His approach was subsequently extended by Chen [8] to Poisson approximation. Further extensions to other distributions, asymptotic expansions, as well as to multivariate and functional settings have also been undertaken. The general approach is presented in the monograph Stein [39], along with the specializations relevant
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to normal and Poisson approximation. A comprehensive presentation of the Poisson approximation is given in Barbour, Holst and Janson [3]; for an overview of normal approximation by Stein’s method, see Rinott and Rotar [30] and the references therein.

The main idea of Stein’s method to approximate the distribution of a random variable $W$ is first to show that for a certain (usually differential or difference) linear operator $A$, the expectations $E_A g(W)$ are small. The next step is then to solve the equation:

$$A g = f - c_f$$

for a suitable constant $c_f$ depending on $f$; if $E_A g(W)$ is small, we then have $E f(W) \approx c_f$. In the present paper, we modify the second step in the way that $c_f$ need not be a constant, but a function whose expectation is easy to derive or estimate; for details, see (1.9).

A remarkable feature of Stein’s method is that it can be applied in many circumstances where dependence plays a part. In particular, Stein’s method is suitable for certain sums of dependent random variables with no natural ordering. In the context of normal approximation, numerous applications include simple random sampling (see Bolthausen [5], Schneller [35], Bolthausen and Götze [6] and Goldstein and Reinert [15]), local dependence (see Rinott [27] and Rinott and Rotar [28]), random graphs (see Barbour, Koroński and Ruciński [4]), Nash equilibria (see Rinott and Scarsini [31]) and many others.

In the first applications of Stein’s method related to normal approximation, the error was expressed in terms of smooth or Lipschitz test functions; gradually, the method was refined to yield uniform bounds, i.e.:

$$|P(W \leq x) - \Phi(x)| \leq \varepsilon$$

uniformly in all $x \in \mathbb{R}$, where $W$ is a sum of weakly dependent random variables with $E W = 0$ and $\text{var}(W) = 1$ and where:

$$\Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-\frac{1}{2}z^2} dz$$

Nevertheless, this has not been done in such a generality as for smooth and Lipschitz test functions. Apart from special cases, comparable bounds have only been derived for bounded random variables. In the present paper, we relax the boundedness condition to conditional boundedness, which allows
for certain unbounded, but in some sense independent components. In particular, this is useful in the study of certain properties of random graphs.

Recently, Stein’s method was refined to yield bounds of the following form:

\[ \left| P(W \leq x) - \Phi(x) \right| \leq \frac{\varepsilon}{1 + |x|^3} \]  

(1.4)

for sums of independent random variables (see Shen and Shao [9]), locally dependent random variables (see Chen and Shao [11]) and certain non-linear statistics of independent random variables (see Chen and Shao [10]).

However, considering the relative error \( \left| P(W \leq x) - \Phi(x) / \Phi(x) \right| \) or \( \left| P(W \geq x) - \Phi(-x) / \Phi(-x) \right| \), even (1.4) allows to bound it only for not too large \( x \). For heavy-tailed random variables, this is inevitable. On the other hand, for many sums of random variables with finite exponential moments, approximations with the error of substantially faster decay as \( |x| \to \infty \) can be derived, allowing us to take control over the relative error, too. The first such result is due to Cramér [12], where such bounds for independent random variables are derived. This result was extended and improved by Petrov [25] and many others (for a recent improvement, see Sakhanenko [34]). Various extensions to dependent random variables have also been undertaken, some of them are mentioned in Section 3. The following assertion is a consequence of Petrov’s [25] result:

**Theorem 1.1.** Suppose that:

\[ W = \frac{\xi_1 + \ldots + \xi_n}{\sqrt{n}} \]  

(1.5)

is a sum of i. i. d. variables with \( E \xi_1 = 0 \) and \( \text{var}(\xi_1) = 1 \), satisfying Cramér’s condition:

\[ E e^{H\xi_1} < \infty, \quad E e^{-H\xi_1} < \infty \]  

for some \( H > 0 \)  

(1.6)

Then for all \( 0 \leq x \leq C_1 \sqrt{n} \), we have:

\[ P(W \geq x) = \exp \left( \frac{x^3}{\sqrt{n}} \lambda \left( \frac{x}{\sqrt{n}} \right) \left( \Phi(-x) + \theta^+ \right) \right) \]  

(1.7)

\[ P(W \leq -x) = \exp \left( -\frac{x^3}{\sqrt{n}} \lambda \left( -\frac{x}{\sqrt{n}} \right) \left( \Phi(-x) + \theta^- \right) \right) \]  

(1.8)

for some \( \theta^+ \) and \( \theta^- \) with \( |\theta^+|, |\theta^-| \leq C_2 \), where \( \lambda(z) \) is a power series in \( z \) with coefficients depending on the moments of \( \xi_1 \) and where \( C_1 \) and \( C_2 \) are constants depending only on \( H \), \( E e^{H\xi_1} \) and \( E e^{-H\xi_1} \).
Remark. Since $\lambda(z) \sim \frac{1}{6} \mathbb{E} \xi_1^3$ for $z = o(1)$, the standard normal approximation produces small relative error only for $x = o(n^{1/6})$ if $\mathbb{E} \xi_1^3 \neq 0$; for larger $x$, there is no general approximation with small relative error depending only on the expectation and the variance. Most approximations consider the third and higher moments of $\xi_1$. Nevertheless, even without explicit data on higher moments, $\lambda(z)$ can be suitably estimated in terms of $\mathbb{E} e^{H \xi_1}$ and $\mathbb{E} e^{-H \xi_1}$ for $z = O(1)$, so that useful upper and lower bounds for probabilities of large deviations can still be derived for $x = O(n^{1/2})$.

Surprisingly, in the context of Stein’s method, little effort has been put into large deviation estimates related to the central limit theorem. A heuristic treatment is given in Stein [39], but with no explicit result given. Our approach, inspired by Cramér’s transformation, is based on writing the Stein equation in the following way:

$$h'(w) - h(w)w = f(w) - N_\lambda f e^{\lambda w}$$  \hspace{1cm} (1.9)

where $N_\lambda f$ is a constant factor, chosen so that the expectation of the r. h. s. with respect to the standard normal distribution vanishes. Like in the classical setting when $\lambda = 0$, this allows us to conclude that $\mathbb{E} f(W) \approx N_\lambda f \mathbb{E} e^{\lambda W}$ with small absolute error. However, the r. h. s. of (1.9) is flexible enough to yield an approximation with small relative error for suitably chosen $\lambda$. Although $e^{\lambda W}$ is no longer a constant, its expectation can also be estimated with small relative error. For a function $f$ with a support away from the origin, we thus get useful estimates for large deviations.

In contrast to Theorem 1.1, we shall focus on the case where only the expectation and variance are explicitly known; thus, our result can be considered as a central limit theorem with non-uniform bounds. Nevertheless, the upper and the lower bounds for the error in the normal approximation are different and lower bounds also remain non-trivial in some cases where the exact probabilities are of different order than the standard normal probabilities.

In view of Theorem 2.3, we shall be able to derive results of the following form:

$$P(W \geq x) = \exp \left( \eta \frac{x^3}{6M} \right) \left[ \Phi(-x) + \theta \beta (1 + x) e^{-\frac{x^2}{2}} \right] ; 0 \leq x \leq M$$  \hspace{1cm} (1.10)

$$P(W \geq x) \leq \exp \left\{ -\frac{1}{3} M^3 - M(x - M) \right\} ; x \geq M$$  \hspace{1cm} (1.11)
where $M$ and $\beta$ are constants (depending on $W$) and where $\eta, \theta \in [-1, 1]$ depend on $W$ and $x$. In the easiest case $(1.5)$, where $\xi_1$ satisfies:

$$\gamma = e^{2cE[|\xi_1|]} E e^{c|\xi|} |\xi|^3 < \infty$$

(1.12)

for some $c > 0$, we can set:

$$M = C_1 \sqrt{n}, \quad \beta = C_2 / \sqrt{n} \quad (1.13)$$

where $C_1$ and $C_2$ depend only on $c$ and $\gamma$ (for details, see Section 3).

As an example of dependent random variables, we consider random graph degree statistics (other applications are given in Section 3). Suppose that $\Gamma$ is a random graph on $n$ vertices where any two vertices are adjacent with probability $\Delta/(n-1)$, independently of other pairs of vertices. Take a bounded non-constant function $h: \mathbb{Z}_+ \to \mathbb{R}$ and define:

$$S := \sum_{i \in I} h(\delta_i), \quad W := \text{var}(S)^{-1/2}(S - E S) \quad (1.14)$$

where $\delta_i$ denotes the degree of the vertex $i$. In Section 3, we prove that $W$ satisfies $(1.10)$ and $(1.11)$ together with $(1.13)$ for some $C_1$ and $C_2$ depending only on $\Delta$ and the function $h$. Thus, the result is of the same quality as for i. i. d. random variables.

Comparing $(1.10)$ and $(1.13)$ with $(1.7)$, we find that the upper bound on $\mathbb{P}(W \geq x)$ in $(1.10)$ obtained by substituting $\eta = \theta = 1$ has the same behavior as the upper bound obtained from $(1.7)$. However, the lower bounds (obtained by substituting $\eta = \theta = -1$) are of the same behavior only for $x = O(n^{1/4})$; if $x$ is greater, the lower bound in $(1.10)$ is negative and therefore useless.

It is possible to refine the approximation $(1.10)$ to yield small relative error and thus non-trivial lower bound for $x = o(n^{1/2})$, i. e. to derive a result comparable to Theorem 1.1. However, this requires all moments of $W$ and Cramér’s condition $(1.6)$ no longer assures convergence of the generalized Cramér series. In fact, we have to considers correlations of all orders, which gives rise to considerable technical detail. Such refinements may be considered in future.

2 Main results

In this section, we shall state the precise formulation of our results, which will be proved in Section 5. We shall focus on random variables which can
be decomposed as in Barbour, KAROŃSKI and Ruciński [4] (see below). This
elegant and powerful approach was applied to random graphs, but is, as we
shall see in Section 3, relevant in most of the cases where Stein’s method for
normal approximation has been applied. According to Barbour, KAROŃSKI
and Ruciński, let \( I \) be an index set and:

\[
W = \sum_{i \in I} X_i, \quad \mathbb{E} X_i = 0, \quad \text{var}(W) = 1
\]  

(2.1)

For every \( i \in I \), suppose that:

\[
W = W_i + Z_i
\]  

(2.2)

where \( W_i \) is independent of \( X_i \). Moreover, suppose that:

\[
Z_i = \sum_{k \in K_i} Z_{ik}
\]  

(2.3)

The index sets \( I \) and \( K_i \) can also be infinite, provided that:

\[
\sum_{i \in I} \left( \mathbb{E} X_i^2 \right)^{1/2} < \infty, \quad \sum_{i \in I} \sum_{k \in K_i} \mathbb{E} |X_i| Z_{ik} < \infty
\]  

(2.4)

As already mentioned, we shall assume certain conditional boundedness. In
fact, the construction described below is an extension of the argument used
in Barbour [2]. We assume that for each \( k \in K_i \), there exist a \( \sigma \)-algebra \( \mathcal{H}_{ik} \)
and random variables \( W_{ik}, W_{ik}^*, U_{ik}, V_{ik}, U_{ik}^* \) and \( \tilde{U}_{ik}^* \), such that:

\[
W_{ik}^* \text{ is independent of } \mathcal{H}_{ik} \text{ and has the same distribution as } W
\]  

(2.5)

\[
U_{ik}, V_{ik} \text{ and } U_{ik}^* \text{ are } \mathcal{H}_{ik}\text{-measurable}
\]  

(2.6)

\[
\tilde{U}_{ik}^* \text{ is conditionally independent of } W_{ik} \text{ given } \mathcal{H}_{ik}
\]  

(2.7)

\[
|W - W_{ik}| \leq U_{ik}
\]  

(2.8)

\[
|W_i - W_{ik}| \leq V_{ik}
\]  

(2.9)

\[
|W_{ik}^* - W_{ik}| \leq \tilde{U}_{ik}^*
\]  

(2.10)

\[
\mathbb{P}(\tilde{U}_{ik}^* \leq U_{ik}^* \mid \mathcal{H}_{ik}) > 0 \quad \text{a. s.}
\]  

(2.11)

Now define:

\[
\eta_{ik} := \frac{1}{\mathbb{P}(\tilde{U}_{ik}^* \leq U_{ik}^* \mid \mathcal{H}_{ik})}
\]  

(2.12)

The following theorem provides uniform bounds in the normal approxima-
tion:
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Theorem 2.1. For every $x \in \mathbb{R}$, we have:

$$|P(W \leq x) - \Phi(x)| \leq 2.33 \sum_{i \in I} \sum_{k \in K_i} \mathbb{E}[|X_i Z_{ik}| \eta_{ik} (U_{ik} + V_{ik} + 4U^*+ + 2\bar{U}^*_{ik})]$$ (2.13)

Remark. Although the bound on the r. h. s. of (2.13) depends roughly on third absolute moments, decompositions stated above are mostly intended for bounded random variables. This is because of the assumptions (2.6) and (2.7). However, (2.7) also allows for certain independent unbounded components. This is particularly important for degree statistics (see Section 3).

Now we turn to large deviation results. For every $\lambda \geq 0$, define:

$$\beta(\lambda) := \sum_{i \in I} \sum_{k \in K_i} \mathbb{E}[X_i Z_{ik}] \eta_{ik} \left[ e^{\lambda(U_{ik} + \bar{U}_{ik})} (U_{ik} + \bar{U}_{ik}) + e^{\lambda(\max\{U_{ik}, V_{ik}\}) + U_{ik}} \right]$$ (2.14)

$$\beta^*(\lambda) := \int_0^\lambda t^2 \beta(t) \, dt$$

The following theorem is our main result.

Theorem 2.2. For every $x \in \mathbb{R}$ and every $\lambda \geq 0$, we have:

$$P(W \geq x) = e^{\eta^+ \beta^*(\lambda)} \left[ \Phi(-x) + (4.66 + 8.58\lambda) \theta^+ e^{\frac{1}{2} \lambda^2 - \lambda \beta(\lambda)} \right]$$ (2.15)

$$P(W \leq -x) = e^{\eta^- \beta^*(\lambda)} \left[ \Phi(-x) + (4.66 + 8.58\lambda) \theta^- e^{\frac{1}{2} \lambda^2 - \lambda \beta(\lambda)} \right]$$ (2.16)

for some $\eta^+, \eta^-, \theta^+, \theta^- \in [-1, 1]$. Moreover,

$$\max\{P(W \geq x), P(W \leq -x)\} \leq \exp\left\{ \frac{1}{2} \lambda^2 - \lambda x + \beta^*(\lambda) \right\}$$ (2.17)

Now we turn to two special cases with respect to the the growth of $\beta(\lambda)$. The simplest case is when $\beta(\lambda)$ can be uniformly bounded in some finite interval.

Theorem 2.3. Suppose that $\beta(\lambda) \leq \beta_1$ for all $\lambda \leq M$, where $M \leq 1/(2\beta_1)$. Then for all $0 \leq x \leq M$, we have:

$$P(W \geq x) = \exp\left( \eta^+ \frac{x^3}{6M} \right) \left[ \Phi(-x) + (4.66 + 8.58x) \theta^+ \beta_1 e^{-\frac{1}{2} x^2} \right]$$ (2.18)

$$P(W \leq -x) = \exp\left( \eta^- \frac{x^3}{6M} \right) \left[ \Phi(-x) + (4.66 + 8.58x) \theta^- \beta_1 e^{-\frac{1}{2} x^2} \right]$$ (2.19)
for some $\eta^+, \eta^-, \theta^+, \theta^- \in [-1, 1]$. In addition, the following estimate holds for $x \geq M$:

$$\max \{ P(W \geq x), P(W \leq -x) \} \leq \exp \left\{ -\frac{1}{3} M^2 - M(x - M) \right\}$$

(2.20)

The other special case we shall consider is when:

$$\beta(\lambda) \leq \beta_1 e^{\beta_2 \lambda}$$

(2.21)

for all $\lambda \geq 0$.

**Theorem 2.4.** Suppose that (2.21) holds. Put:

$$M := \frac{1}{\max\{2e\beta_1, \beta_2\}}$$

(2.22)

Then for all $0 \leq x \leq M$, we have:

$$P(W \geq x) = \exp \left( \eta^+ \frac{x^3}{6M} \right) \left[ \Phi(-x) + \left( 4.66 + 8.58x \right) \beta_1 e^{\beta_2 x - \frac{1}{2}x^2} \right]$$

(2.23)

$$P(W \leq -x) = \exp \left( \eta^- \frac{x^3}{6M} \right) \left[ \Phi(-x) + \left( 4.66 + 8.58x \right) \beta_1 e^{\beta_2 x - \frac{1}{2}x^2} \right]$$

(2.24)

for some $\eta^+, \eta^-, \theta^+, \theta^- \in [-1, 1]$. In addition, the following estimate holds for $x \geq M$:

$$\max \{ P(W \geq x), P(W \leq -x) \} \leq e^{-\frac{1}{3} M^2} \left( \frac{M}{x} \right)^{\frac{1}{3} Mx}$$

(2.25)

### 3 Applications

#### 3.1 Independent random variables

Let $X_i, i \in I$, be independent random variables with $E X_i = 0$. Put $W := \sum_{i \in I} X_i$ and assume that $\text{var}(W) = 1$. Set:

$$K_i := \{ 0 \}, \quad Z_i := Z_{i0} := X_i$$

$$W_i := W_{i0} := W - X_i$$

$$\mathcal{H}_{i0} := \sigma(X_i)$$

(3.1)
Furthermore, for each $i \in I$, let $X_i^*$ be an independent copy of $X_i$. Set:

\[ W_{i0}^* := W_{i0} + X_i^* \]
\[ U_{i0} := |X_i| = |W - W_{i0}| \]
\[ V_{i0} := 0 = |W_i - W_{i0}| \]
\[ \tilde{U}_{i0}^* := |X_i^*| = |W_{i0}^* - W_{i0}| \]

Letting:

\[ U_{i0}^* := 2 \mathbf{E} |X_i| = 2 \mathbf{E} |X_i^*| \]

we have, by Markov’s inequality:

\[ P(\tilde{U}_{i0}^* > U_{i0}^* \mid \mathcal{H}_{i0}) = P(|X_i^*| > 2 \mathbf{E} |X_i^*|) \leq \frac{1}{2} \]

so that $\eta_{i0} \leq 2$ and the conditions for Theorems 2.1 and 2.2 are satisfied. For uniform bounds, Theorem 2.1 yields:

\[ |\mathbf{P}(W \leq x) - \Phi(x)| \leq 4.66 \sum_{i \in I} \mathbf{E} X_i^2 (|X_i| + 2|X_i^*| + 8 \mathbf{E} |X_i|) = 4.66 \sum_{i \in I} (\mathbf{E} |X_i|^3 + 10 \mathbf{E} X_i^2 \mathbf{E} |X_i|) \]

Making use of Jensen’s inequality, we obtain:

\[ |\mathbf{P}(W \leq x) - \Phi(x)| \leq 51.3 \sum_{i \in I} \mathbf{E} |X_i|^3 \]

which is the classical Berry–Esseen theorem, but with a constant which is far from optimal. Constants can be substantially reduced, but at the expense of added technical detail and loss of generality related to the dependence structure (see Section 4).

Now we turn to large deviation estimates. Recalling (2.14), we have:

\[ \beta(\lambda) \leq 2 \sum_{i \in I} \mathbf{E} X_i^2 \left[ e^{\lambda(|X_i| + 2 \mathbf{E} |X_i|)} \left( \frac{1}{2} |X_i| + 2 \mathbf{E} |X_i| \right) + e^{\lambda(|X_i^*| + 2 \mathbf{E} |X_i|)} \left( |X_i^*| + 2 \mathbf{E} |X_i| \right) \right] = \sum_{i \in I} e^{2\lambda \mathbf{E} |X_i|} \mathbf{E} e^{\lambda |X_i|} \left[ |X_i|^3 + 4X_i^2 \mathbf{E} |X_i| + 2|X_i| \mathbf{E} X_i^2 + 4 \mathbf{E} |X_i| \mathbf{E} X_i^2 \right] \]
If $f$ is an increasing function, random variables $X$ and $f(X)$ are positively correlated, i.e. $E X f(X) \leq E X f(X)$. Making use of this simple inequality, we obtain after some calculation:

\[
\beta(\lambda) \leq 11 \sum_{i \in I} e^{2\lambda|X_i|} E e^{\lambda|X_i|} |X_i|^3
\]

so that we can apply Theorem 2.2. In particular, if all random variables $X_i$ have the same law as a random variable $\xi/\sqrt{n}$ and:

\[
\gamma = e^{2cE|\xi|} E e^{c|\xi|} |\xi|^3 < \infty
\]

for some $c > 0$, we can apply Theorem 2.3 with $\beta_1 := 11n^{-1/2}\gamma$ and $M := \min\{1/(22\gamma), c\} \sqrt{n}$. Thus we have proved (1.10) and (1.11).

### 3.2 Local dependence

This is one of the most important cases where Stein’s method can be readily applied. In this section, we shall extend Rinott’s [27] Berry–Esseen type result for bounded locally dependent random variables. More precisely, Rinott [27] considers the following:

**Definition.** Let $I$ be an index set. A graph $\Gamma$ with the vertex set $I$ is said to be a **dependence graph** for a collection of random variables $X_i, i \in I$, if the collections $\{X_k : k \in K\}$ and $\{X_l : l \in L\}$ are independent for any disjoint subsets $K, L \subseteq I$, such that no vertex in $K$ is adjacent to a vertex in $L$.

Now suppose that $\Gamma$ is a dependence graph for a collection $\{X_i : i \in I\}$. For each $i \in I$, denote by $K_i$ the set of all vertices adjacent to $i$, including $i$ itself. To construct decompositions from Section 2 for the sum $W := \sum_{i \in I} X_i$, first put:

\[
Z_{ik} := X_k, \quad Z_i := \sum_{k \in K_i} Z_{ik}, \quad H_{ik} := \sigma\{X_i, X_k\} \quad (3.10)
\]

In order to construct second-order decompositions, we consider a conditionally independent copy $\{X_{ik}^* : l \in I\}$ of the original family $\{X_i : i \in I\}$ given $G_{ik} := \sigma\{X_l : l \in I \setminus (K_i \cup K_k)\}$. For all $l \in I \setminus (K_i \cup K_k)$, $X_l$ is $G_{ik}$-measurable, so that $X_l^* = X_l$ a.s. Hence the sum:

\[
W_{ik} := W_{ik}^* := \sum_{l \in I \setminus (K_i \cup K_k)} X_{ikl} + \sum_{l \in K_i \cup K_k} X_{ikl}^* \quad (3.11)
\]
is a conditionally independent copy of $W$ given $H_{ik}$.

Now suppose that the maximum degree of $\Gamma$ is bounded by $D$ and furthermore:

$$|I| = N, \quad |X_i| \leq B \quad \text{for all } i \in I$$

(3.12)

for some constant $B$. Thus,

$$|W - W_{ik}^*| \leq 2|K_i \cup K_k| B =: U_{ik}$$

$$|W_i - W_{i}^*| \leq (|K_i \cup K_k| + |K_k \setminus K_i|) B =: V_{ik}$$

(3.13)

and we can set $U_{ik}^* := \tilde{U}_{ik}^* := 0$. As $|K_i| \leq D + 1$, we have $U_{ii} \leq 2(D + 1)B$ and $V_{ii} \leq (D + 1)B$. In addition, for $k \in K_i \setminus \{i\}$, we have $|K_i \cup K_k| \leq 2D$ and $K_k \setminus K_i \leq D - 1$, so that $U_{ik} \leq 4DB$ and $V_{ik} \leq (3D - 1)B$. Thus, recalling (2.14), a straightforward calculation shows that $eta(\lambda) \leq \beta_1 e^{\beta_2 \lambda}$, where:

$$\beta_1 := \frac{1}{2}(7D^2 + 2D + 3)NB^3, \quad \beta_2 := \max\{2, 4D\}B$$

(3.14)

and the following assertion extends Rinott’s [27] result:

**Theorem 3.1.** Under the conditions given above, Theorem 2.4 holds with $\beta_1$ and $\beta_2$ as in (3.14), provided that $\mathbf{E}X_i = 0$ for all $i$ and that $\text{var}(W) = 1$. In particular, for independent random variables, one can take $\beta_1 = \frac{3}{2}NB^3$ and $\beta_2 = 2B$.

**Remark.** Considering a triangular array of locally dependent random variables where $D$ is bounded independently of $N$, we typically have $B = O(N^{-1/2})$, so that also $\beta_1, \beta_2 = O(N^{-1/2})$.

We shall consider two special cases of local dependence.

### 3.2.1 U-statistics.

Let $\eta_1, \eta_2, \ldots$ be i. i. d. random variables taking values in some measurable space $(S, \mathcal{S})$. Suppose that $h: S^r \to \mathbb{R}$ is a symmetric bounded function with:

$$\mathbf{E}h(\eta_1, \ldots, \eta_r) = 0, \quad \text{var}\left[\mathbf{E}\{h(\eta_1, \ldots, \eta_r) \mid \eta_1\}\right] > 0$$

(3.15)

Take $n \geq r$. For every subset $\alpha = \{i_1, \ldots, i_r\} \subseteq \{1, \ldots, n\}$ with exactly $r$ elements, define:

$$Y_{\alpha} := h(\eta_{i_1}, \ldots, \eta_{i_r})$$

(3.16)
Thus,
\[ U := \sum_{|\alpha|=r} Y_\alpha \]  \hspace{1cm} (3.17)

where \(| \cdot |\) denotes cardinality, is a non-degenerate \(U\)-statistic.

Large deviations of \(U\)-statistics have been considered, among others, by Rubin and Sethuraman [32], Slastnikov [37], Malevich and Abdalimov [24], Vandermaele [40], Aleshkyavichene [1], Inglo and Ledwina [19], Keener, Robinson and Weber [22] and Borovskikh and Weber [7]. Under various conditions, approximation formulae for tail probabilities \(P(U \geq x)\) with small relative error as \(n \to \infty\) (keeping \(h\) fixed) are derived within the range up to \(x = o(\sigma \sqrt{n})\), where \(\sigma^2 = \text{var}(U)\) (the latter range was achieved by Aleshkyavichene [1] for \(r = 2\)). Below we derive an approximation with the relative error being small within the range \(x = o(\sigma n^{1/6})\) (which could be extended by taking higher moments into consideration; see the example with independent random variables). However, our approach is different from the classical treatment of \(U\)-statistics, based on Höffding’s [18] decompositions, as well as from the argument of Aleshkyavichene [1], based on the method of moments. Stein’s method provides an alternative way, which is in some circumstances (\(x\) not too large, \(r > 2\)) sharp enough, but more direct and elegant.

In order to apply Theorem 3.1, observe that the random variables \(Y_\alpha\) are locally dependent with respect to the dependence graph where \(\alpha\) and \(\beta\) are adjacent if \(\alpha \cap \beta \neq \emptyset\). Writing \(a_n \asymp b_n\) for sequences of positive real numbers with \(0 < \lim \inf_{n \to \infty} a_n / b_n \leq \lim \sup_{n \to \infty} a_n / b_n < \infty\), the dependence graph has \(N \asymp n^r\) vertices and maximum degree \(D \asymp n^r - 1\). Setting:
\[ W := \sigma^{-1} U, \quad X_\alpha := \sigma^{-1} Y_\alpha \]  \hspace{1cm} (3.18)

and noting that \(\sigma \asymp n^{r-1/2}\), the random variables \(X_\alpha\) can be bounded by \(B \asymp n^{1/2-r}\). Making use of Theorem 3.1, we find that Theorem 2.4 holds for \(\beta_1 = C_1 n^{-1/2}\) and \(\beta_2 = C_2 n^{-1/2}\), where \(C_1\) and \(C_2\) only depend on the function \(h\), the conditional variance \(\text{var} \left[ \mathbf{E}(h(\eta_1, \ldots, \eta_r) \mid \eta_1) \right]\) and \(r\).

### 3.2.2 Nash equilibria in random games.

Consider a game with \(p\) players where the \(k\)-th player chooses a pure strategy \(i_k \in \{1, \ldots, s\}\). Denote by \(V_i^{(k)}\) the payoff of the \(k\)-th player with respect to the vector of chosen strategies \(\mathbf{i} = (i_1, \ldots, i_p)\). We say that \(\mathbf{i}\) is a *Nash equilibrium*
point if $V_i^{(k)} \geq V_j^{(k)}$ for all $j = (i_1, \ldots, i_{k-1}, j, i_{k+1}, \ldots, i_p)$, $j \in \{1, \ldots, s\}$, and for all $k \in \{1, \ldots, p\}$. Denote by $S$ the number of Nash equilibria.

We shall consider games with random payoffs, such that the payoff vectors $V_i = (V_i^{(1)}, \ldots, V_i^{(p)})$, $i \in \{1, \ldots, s\}$, are independent and identically distributed. Rinott and Scarsini [31] investigate asymptotic distribution of $S$ under several conditions on the distribution of $V_i$. In particular, they use Rinott’s [27] result to obtain a Berry–Esseen type theorem.

Writing:

$$S = \sum_{i \in I} Y_i$$

where:

$$Y_i := \begin{cases} 1 & \text{if } i \text{ is a Nash equilibrium point} \\ 0 & \text{otherwise} \end{cases}$$

observe that $Y_i$ are locally dependent with respect to the dependence graph $\Gamma$, where two strategy vectors are adjacent if they differ in at most two components. Observe that $\Gamma$ is a regular graph with $sp$ vertices of degree $(s - 1)p + \binom{s}{2}(s - 1) \leq (sp)^2 - 1$. Setting:

$$\sigma^2 := \text{var}(S), \quad W := \frac{S - ES}{\sigma}$$

it follows from Theorem 3.1 that Theorem 2.4 holds with:

$$\beta_1 = \frac{7}{4}(sp)^4 s^p \sigma^{-3} Q, \quad \beta_2 = 4(sp)^2 \sigma^{-1} Q$$

where $Q$ is the probability that a particular strategy vector is a Nash point.

Now suppose that $V_i$ is a multivariate normal vector with exchangeable components, such that:

$$\rho := \frac{\text{cov}(V_i^{(k)}, V_i^{(l)})}{\text{var}(V_i^{(k)})^{1/2} \text{var}(V_i^{(l)})^{1/2}} > 0$$

Rinott and Scarsini [31] study the asymptotic behavior of $Q$ and $\sigma$. In particular, they show that $\sigma^2 \geq c(\rho) s^p Q$ for some $c(\rho) > 0$, provided that $sp$ is large. Hence Theorem 2.4 holds with:

$$\beta_1 = C_1(\rho) \frac{(sp)^4}{sp^2 Q^{1/2}}, \quad \beta_2 = C_2(\rho) (sp)^2 Q^{1/2}$$

for some $C_1(\rho), C_2(\rho) > 0$. This extends Theorem 5.2 in Rinott and Scarsini [31].
3.3 Finite population statistics

Consider a statistic $W$ based on a simple random sample of size $n$ is drawn from a population of size $N \geq n$. Any such statistic can be written in the form:

$$W = h(\pi)$$

where, writing $N_n := \{1, \ldots n\}$, $\pi: N_n \rightarrow N_N$ is a uniformly distributed random injection and $h: N_N \rightarrow \mathbb{R}$ is a function. Suppose that $h$ is decomposed in the following way:

$$h = \sum_{\alpha \subseteq N_n} h_{\alpha}$$

for some $r \leq n$ (typically considerably smaller than $n$), where $|\cdot|$ denotes cardinality and where $h_{\alpha}(\rho)$ only depends on the images of the elements of $\alpha$ under $\rho$. In other words, for $\alpha = \{a_1, \ldots a_r\}$, $h_{\alpha}$ must be of the form:

$$h_{\alpha}(\rho) = g(\rho(a_1), \ldots \rho(a_n))$$

For $r = 1$, we obtain linear rank statistics. In the context of large deviations, they were considered by Kallenberg [21] and Inogamov [20], and also by Seoh, Ralesen and Puri [36] and Puri [26], who consider a more general class of statistics, including linear signed rank statistics, which were considered by Dufour [14].

Another interesting case is the one where the functions $h_{\alpha}$ are all equal for $|\alpha| = r$ and $h_{\alpha} = 0$ for $|\alpha| < r$. In this case, we obtain $U$-statistics of finite populations. Large deviations of them were considered by Kokic and Weber [23].

To construct decompositions from Section 2, first consider random mappings $\tau_{A,B}: N_N \rightarrow N_N$ defined for any two subsets $A, B \subseteq N_N$ of the same cardinality, so that they are drawn uniformly from all maps mapping $A \setminus B$ bijectively onto $B \setminus A$ and vice versa and leaving the other elements (i.e. $(A \cap B) \cup (A \cup B)^c$) unchanged. Thus $\tau_{A,B}$ maps the set $A$ bijectively onto $B$ and $N_N \setminus A$ onto $N_N \setminus B$. The following lemma is straightforward and is therefore left without proof.

**Lemma 3.2.** Let $\pi$ and $\rho$ be independent and uniformly distributed random injections $N_n \rightarrow N_N$. Generate a family of random mappings $\{\tau_{A,B}: A, B \subseteq N_N\}$, satisfying the conditions above and independent of the pair $(\pi, \rho)$. Then for any subset $\alpha \subseteq N_n$, the random mapping $\tau_{\pi(\alpha), \rho(\alpha)} \circ \pi$ is independent of the family $\{\pi(a) : a \in \alpha\}$ and has the same distribution as $\pi$. 
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Now take an independent copy $\rho$ of the random map $\pi$ and generate a family $\{\tau_{A,B} : A, B \subseteq \mathbb{N}_N\}$ of random mappings being as in Lemma 3.2 and independent of the pair $(\pi, \rho)$. Define:

$$
X_\alpha := h_\alpha(\pi) \quad \pi_\alpha := \tau_{\pi(\alpha), \rho(\alpha)} \circ \pi
$$

$$
X_{\alpha\beta} := h_\beta(\pi_\alpha) \quad W_\alpha := \sum_{\beta \subseteq \mathbb{N}_n} X_{\alpha\beta}
$$

$$
Z_{\alpha\beta} := X_\beta - X_{\alpha\beta} \quad Z_\alpha := \sum_{\beta \subseteq \mathbb{N}_n} Z_{\alpha\beta}
$$

(3.28)

By Lemma 3.2, $\pi_\alpha$ is independent of $X_\alpha$; the same holds for $W_\alpha$. Next, let $\mathcal{H}_{\alpha\beta}$ be the $\sigma$-algebra generated by $\pi|_{\alpha\cup\beta}$, $\rho$ and $\{\tau_{A,B} : A, B \subseteq \mathbb{N}_N\}$. Notice that $X_\alpha$, $X_\beta$, and $X_{\alpha\beta}$ are $\mathcal{H}_{\alpha\beta}$-measurable. Thus, to complete the decompositions, take another random injection $\rho' : \mathbb{N}_n \to \mathbb{N}_N$ and generate another family $\{\tau'_{A,B} : A, B \subseteq \mathbb{N}_N\}$ from Lemma 3.2, such that $(\pi, \rho, \{\tau_{A,B} : A, B \subseteq \mathbb{N}_N\})$, $\rho'$ and $\{\tau'_{A,B} : A, B \subseteq \mathbb{N}_N\}$ are independent. Put:

$$
\pi_{\alpha\beta} := \tau'_{\pi(\alpha), \rho(\alpha)} \circ \pi \quad X_{\alpha\beta\gamma} := h_\gamma(\pi_{\alpha\beta})
$$

$$
W_{\alpha\beta} := W^*_{\alpha\beta} := \sum_{\gamma \subseteq \mathbb{N}_n} X_{\alpha\beta\gamma}
$$

(3.29)

Again by Lemma 3.2, $W_{\alpha\beta}$ is independent of $\mathcal{H}_{\alpha\beta}$. Moreover, it has the same distribution as $W$. Therefore these decompositions satisfy the independence conditions given in Section 2.

Now suppose that $E X_\alpha = 0$ for all $\alpha$ and that $\text{var}(W) = 1$. Furthermore, suppose that there are some non-negative constants $B_1, \ldots, B_r$, such that:

$$
||h_\alpha||_0 := \max_{j \in \mathbb{N}_n} h_\alpha(j) - \min_{j \in \mathbb{N}_n} h_\alpha(j) \leq B_{||\alpha||} \quad (3.30)
$$

for all $\alpha \in \mathbb{N}_N$ with $0 < |\alpha| \leq r$. In this case, we can estimate:

$$
|Z_{\alpha\beta}| \leq B_{||\beta||} \mathbf{1}_{\{\pi(\alpha) \cup \rho(\alpha) \cap \pi(\beta) \neq \emptyset\}}
$$

$$
|X_{\alpha\beta\gamma} - X_\gamma| \leq B_{||\gamma||} \mathbf{1}_{\{\pi(\alpha \cup \beta) \cup \rho'(\alpha \cup \beta) \cap \pi(\gamma) \neq \emptyset\}}
$$

$$
|X_{\alpha\beta\gamma} - X_{\alpha\gamma}| \leq B_{||\gamma||} \mathbf{1}_{\{\pi(\alpha \cup \beta) \cup \rho(\alpha) \cup \rho'(\alpha \cup \beta) \cap \pi(\gamma) \neq \emptyset\}}
$$

(3.31)

Consequently,

$$
|W_{\alpha\beta} - W| \leq 4rB =: U_{\alpha\beta}
$$

$$
|W_{\alpha\beta} - W_\alpha| \leq 6rB =: V_{\alpha\beta}
$$

(3.32)
where:
\[ B := \sum_{s=1}^{r} \binom{n-1}{s-1} B_s \] (3.33)

Clearly, we set \( U^*_{\alpha\beta} := \tilde{U}^*_{\alpha\beta} := 0 \). Since:
\[ \sum_{\beta} B|_{\beta} 1[\{\pi(\alpha) \cup \rho(\alpha)\} \cap \pi(\beta) \neq \emptyset] \leq 2|\alpha|B \] (3.34)

we can finally estimate \( \beta(\lambda) \leq \beta_1 e^{\beta_2 \lambda} \), where:
\[ \beta_1 := \frac{9}{2} nrB^3, \quad \beta_2 := 5rB \] (3.35)

and we can apply Theorem 2.4.

**Remark.** In the case of \( U \)-statistics, we typically have \( B = O(n^{-1/2}) \) and thus \( \beta_1, \beta_2 = O(n^{-1/2}) \) – similarly as in the case of independent observations.

### 3.4 Random graph degree statistics

Let \( \Gamma \) be a random graph on the vertex set \( I \), where any two distinct vertices \( i \) and \( j \) are adjacent with probability \( p_{ij} \), independently of all other unordered pairs of vertices; note that \( p_{ij} = p_{ji} \). An important class of problems is to consider random variables based on the so called semi-induced properties of certain subsets of \( I \), that is, determined by those edges with at least endpoint in the subset. The most natural examples are ‘being an isolated tree’ or ‘having a given degree’. In the context of normal approximation by Stein’s method, problems of this kind were considered by Barbour [2], Barbour, Karioński and Ruciński [4] and Goldstein and Rinott [16].

In the present paper, we consider statistics based on degrees: for each \( i \in I \), take a bounded measurable function \( h_i : \mathbb{Z}_+ \to \mathbb{R} \), and define:
\[ X_i := h_i(\delta_i); \quad W := \sum_{i \in I} X_i \] (3.36)

where \( \delta_i \) denotes the degree of the vertex \( i \) with respect to \( \Gamma \). Without loss of generality, we may (and will) assume that \( \mathbf{E} X_i = 0 \) for all \( i \) and that
\( \text{var}(W) = 1. \) The decompositions from Section 2 can be constructed in the following way: for \( J \subseteq I \), denote by \( \delta^J_k \) the degree of the vertex \( k \) with respect to the graph obtained from \( \Gamma \) by removing all edges with an endpoint in \( J \). Since \( \delta^J_k \) is independent of \( X_i \), we can set:

\[
W_i := \sum_{k \in I} h_k(\delta^i_k), \quad Z_{ik} := h_k(\delta_k) - h_k(\delta^i_k)
\]  

(3.37)

To construct the second order decompositions, denote by \([j \sim l]\) the event that \( j \) is adjacent to \( l \) and let \( \mathcal{H}_{ik} \) be the \( \sigma \)-algebra generated by all events \([j \sim l]\), where \( j \in \{i, k\} \) and \( l \in I \setminus \{j\} \). Furthermore, take an independent copy \( \Gamma^* \) of the graph \( \Gamma \) and denote by \( \delta^J_k^* \) the degree of the vertex \( k \) with respect to the graph with all edges with an endpoint in \( J \) as in \( \Gamma^* \) and the others as in \( \Gamma \). Define:

\[
W_{ik} := \sum_{l \in I} h_l(\delta^{i,k}_l), \quad W_{ik}^* := \sum_{l \in I} h_l(\delta_k^{i,k})
\]  

(3.38)

The main quantity used in the bounds of large deviation probabilities, \( \beta(\lambda) \) (defined in (2.14)), will be bounded in terms of:

\[
n := |I|, \quad B := \max_{i \in I} \|h_i\|_0
\]  

(3.39)

where \( \|h_i\|_0 := \sup_{r \in \mathbb{Z}^+} h(r) - \inf_{r \in \mathbb{Z}^+} h(r) \). Since \( \mathbb{E} X_i = 0 \), we have \( |X_i| \leq B \). Clearly, \( |Z_{ii}| \leq B \). Next, observe that:

\[
Z_{ik} = 1[i \sim k] \left( h_k(\delta_k) - h_k(\delta^i_k) \right)
\]  

(3.40)

and thus:

\[
|Z_{ik}| \leq B 1[i \sim k]
\]  

(3.41)

Furthermore,

\[
|W - W_{ii}| = \left| \sum_{l \in I} \left( h_l(\delta_l) - h_l(\delta^i_l) \right) \right| \leq B(\delta_i + 1) =: U_{ii}
\]

\[
|W_i - W_{ii}| = 0 =: V_{ii}
\]

(3.42)

\[
|W_{ii}^* - W_{ii}| = \left| \sum_{l \in I} \left( h_l(\delta^{i,k}_l) - h_l(\delta^i_l) \right) \right| \leq B(\delta_i^* + 1) =: \tilde{U}_{ii}^*
\]
where $\delta_i^*$ denotes the degree of the vertex $i$ with respect to $\Gamma^*$. For $i \neq k$, we have:

\[
|W - W_{ik}| = \left| \sum_{l \in I} \left( h_l(\delta_l) - h_l(\delta_l^{i,k}) \right) \right| \leq B(\delta_i + \delta_k + 2) =: U_{ik}
\]

\[
|W_i - W_{ik}| = \left| \sum_{l \in I} \left( h_l(\delta_l^{i}) - h_l(\delta_l^{i,k}) \right) \right| \leq B(\delta_k + 1) =: V_{ik}
\]

\[
|W_{ik}^* - W_{ik}| = \left| \sum_{l \in I} \left( h_l(\delta_l^{i,k,*}) - h_l(\delta_l^{i,k}) \right) \right| \leq B(\delta_i^* + \delta_k^* + 2) =: \tilde{U}_{ik}^*
\]

(3.43)

Setting:

\[
U_{ii}^* := B(1 + 2\Delta), \quad U_{ik}^* := B(2 + 4\Delta), \quad i \neq k
\]

(3.44)

where:

\[
\Delta := \max_{i \in I} \sum_{k \in I \setminus \{i\}} p_{ik} = \max_{i \in I} E \delta_i = \max_{i \in I} E \delta_i^*
\]

(3.45)

Markov’s inequality implies:

\[
\mathbb{P}(\tilde{U}_{ii}^* \leq U_{ii}^* \mid H_{ii}) = \mathbb{P}(\tilde{U}_{ik}^* \leq U_{ik}^*) = \mathbb{P}(\delta_i^* \leq 2\Delta) \geq \frac{1}{2}
\]

\[
\mathbb{P}(\tilde{U}_{ik}^* \leq U_{ik}^* \mid H_{ik}) = \mathbb{P}(\tilde{U}_{ik}^* \leq U_{ik}^*) = \mathbb{P}(\delta_i^* + \delta_k^* \leq 4\Delta) \geq \frac{1}{2}
\]

(3.46)

Recalling (2.14) and using independence, we obtain after some calculation:

\[
\beta(\lambda) \leq B^3 \sum_{i \in I} E e^{\lambda B(2 + 2\Delta + \delta_i)}(7 + 8\Delta + 3\delta_i) +
\]

\[
+ B^3 \sum_{i \in I} \sum_{k \in I \setminus \{i\}} \mathbb{P}(i \sim k) E e^{\lambda B(6 + 4\Delta + (\delta_i - 1) + (\delta_k - 1))} \times
\]

\[
\times (10 + 4\Delta + (\delta_i - 1) + 2(\delta_k - 1)) \mid i \sim k
\]

\[
+ B^3 \sum_{i \in I} \sum_{k \in I \setminus \{i\}} \mathbb{P}(i \sim k) E e^{\lambda B(4 + 4\Delta + \delta_i + \delta_k)}(8 + 8\Delta + 2\delta_i + 2\delta_k)
\]

(3.47)

In particular,

\[
\beta(0) \leq nB^3(7 + 29\Delta + 19\Delta^2)
\]

(3.48)
and Theorem 2.1 yields:

$$|P(W \leq x) - \Phi(x)| \leq nB^3(33 + 136\Delta + 89\Delta^2)$$

(3.49)

for all $x \in \mathbb{R}$.

To derive a large deviation result, we shall apply the following assertion, which will be proved at the end of the section:

**Lemma 3.3.** Let $\xi_1, \ldots, \xi_n$ be independent Bernoulli random variables with sum $S$ satisfying $E S \leq \Delta$. The following estimate holds for $0 \leq t \leq 1/(10 + 10\Delta)$:

$$E e^{tS} \leq e^{e^{1/10} - 1}$$

$$E e^{tS} \leq e^{e^{1/10} - 1} \Delta$$

(3.50)

Therefore, for every $0 \leq \lambda \leq M_0 := 1/(10B(1 + \Delta))$ and every $i \in I$, we have:

$$E e^{\lambda B\delta_i} \leq e^{e^{1/10} - 1}, \quad E e^{\lambda B\delta_i \delta_i} \leq e^{e^{1/10} - 1} \Delta$$

(3.51)

Similarly, for all $k \neq i$,

$$E(e^{\lambda B(\delta_i - 1)} | i \sim k) \leq e^{e^{1/10} - 1}$$

$$E(e^{\lambda B(\delta_i - 1)(\delta_i - 1)} | i \sim k) \leq e^{e^{1/10} - 1} \Delta$$

(3.52)

Thus, for all $0 \leq \lambda \leq M_0$, we can estimate after some calculation:

$$\beta(\lambda) \leq nB^3(10 + 53\Delta + 38\Delta^2) =: \beta_1$$

(3.53)

and we can apply Theorem 2.3 with $\beta_1$ as above and with $M := \min\{M_0, 1/(2\beta_1)\}$.

Now consider the special case where $p_{ij} = \Delta/(n - 1)$ and where $\Delta$ remains fixed, while $n \to \infty$. Take a bounded non-constant function $h: \mathbb{Z}_+ \to \mathbb{R}$ and define:

$$S^{(n)} := \sum_{i \in I} h(\delta_i)$$

(3.54)
To compute the variance of \( S^{(n)} \), observe that:

\[
\text{var}(S^{(n)}) = \sum_{i \in I} \text{var}(h(\delta_i)) + \\
+ \sum_{i \in I} \sum_{k \in I \setminus \{i\}} E \left( h(\delta_i) - E h(\delta_i) \right) \left( h(\delta_k) - h(\delta_k^{(i)}) \right) = \\
= n \text{var}(h(B_{n-1}^{(n-1)})) + n \Delta \left( E h(1 + B_{n-2}^{(n-1)}) - E h(B_{n-1}^{(n-1)}) \right) \times \\
\times \left( E h(1 + B_{n-1}^{(n-1)}) - E h(B_{n-2}^{(n-1)}) \right)
\]

(3.55)

where \( B_k^{(n)} \sim \text{Bi}(k, \Delta/n) \). By the Poisson law of small numbers, we have:

\[
\text{var}(S^{(n)}) \sim n \text{var}(h(\Pi)) + n \Delta (E h(1 + \Pi) - E h(\Pi))^2
\]

(3.56)

where \( \Pi \sim \text{Po}(\Delta) \). Setting:

\[
W^{(n)} := \text{var}(S^{(n)})^{-1/2} \left( S^{(n)} - E S^{(n)} \right) = \sum_{i \in I} h^{(n)}(\delta_i)
\]

(3.57)

where:

\[
h^{(n)} := \text{var}(S^{(n)})^{-1/2} \left( h - E h(B_{n-1}^{(n-1)}) \right)
\]

(3.58)

we have \( \|h^{(n)}\|_0 \approx n^{-1/2} \). Hence by (3.53), the random variables \( W^{(n)} \) satisfy the conditions of Theorem 2.3 with \( \beta_1 \approx n^{-1/2} \) and \( M \approx n^{1/2} \). In particular, (1.10) and (1.11) hold.

**Proof of Lemma 3.3.** The key observation is the fact that the Bernoulli distribution \( \text{Be}(p) \) precedes the Poisson distribution \( \text{Po}(p) \) in the convex order sense, i.e. for every convex function \( f \), we have \( \int f \text{Be}(p) \leq \int f \text{Po}(p) \). To prove this, observe that \( \text{Be}(p) \) precedes \( \text{Be}(p/2) * \text{Be}(p/2) \) and that our relation is invariant under convolution; then apply the Poisson law of small numbers. Applying again the invariance under convolution, it follows that \( S \) precedes \( \text{Po}(E S) \). Thus, if \( f \) is convex and increasing, we have \( E f(S) \leq \int f \text{Po}(\Delta) \). Hence,

\[
E e^{tS} \leq \sum_{k=0}^{\infty} e^{tk} \frac{\Delta^k e^{-\Delta}}{k!} = e^{\Delta e^{(e-1)}}
\]

(3.59)

\[
E e^{tS} \leq \sum_{k=0}^{\infty} ke^{tk} \frac{\Delta^k e^{-\Delta}}{k!} = \Delta e^{t+\Delta e^{(e-1)}}
\]
Now since \( t \leq 1/(10 + 10\Delta) \leq 1/10 \) and since the function \( x \mapsto (e^x - 1)/x \) is increasing for \( x > 0 \), we have:

\[
e^t - 1 = t \frac{e^t - 1}{t} \leq \frac{1}{10 + 10\Delta} \frac{e^{1/10} - 1}{1/10} = \frac{e^{1/10} - 1}{1 + \Delta}
\]

implying:

\[
\Delta(e^t - 1) \leq e^{1/10} - 1 \\
t + \Delta(e^t - 1) \leq \frac{1}{10 + 10\Delta} \frac{e^{1/10} - 1}{1/10} + \Delta \frac{e^{1/10} - 1}{1 + \Delta} = e^{1/10} - 1
\]

This completes the proof.

\[\square\]

4 A bound on the Stein expectation

The aim of this section is to prove an auxiliary result which handles the dependence structure and conditional boundedness described in Section 2. This is one of key steps in the proof of the main result and is independent of the rest of the proof, which is given in Section 5.

The main idea of Stein’s method is to express the error in the normal approximation \( \mathbb{E}f(W) - N(0,1)\{f\} \) in terms of the Stein expectation:

\[
\mathbb{E}[h'(W) - h(W)W]
\]

where \( h \) solves the Stein equation:

\[
h'(w) - h(w)w = f(w) - N(0,1)\{f\}
\]

and where \( N(\mu, \sigma)\{f\} \) denotes the expectation of \( f \) with respect to the appropriate normal density. The Stein expectation can usually be estimated by means of Taylor’s expansion. Taking the first three moments into consideration, terms with \( h \) and \( h' \) cancel and the Stein expectation is expressed in terms of \( h'' \), provided that \( h' \) is absolutely continuous. It is well-known (see Section 5) that \( h' \) is AC provided that \( f \) is AC and that \( h'' \) behaves similarly as \( f' \). Thus if \( f \) is Lipschitz, the Stein expectation can simply be estimated in terms of the Lipschitz constant of \( f \). However, in our case, the test functions are even not continuous, let alone Lipschitz. Although, say, the indicators of half-lines can be approximated in terms of Lipschitz functions,
the Lipschitz constant in the optimal approximation still remains relatively high, leading to crude bounds with incorrect rate of convergence (typically $O(n^{-1/4})$ instead of $O(n^{-1/2})$).

Thus, in our case, estimating the Stein expectation in terms of the supremum norm of $h''$ does not work and (4.1) must be examined more carefully. One possible approach is the bootstrapping argument, where we estimate (4.1) in terms of $\mathbb{E}|h''(W + t)|$, $t \in \mathbb{R}$, take advantage of the fact that $\mathcal{N}(t, 1)\{||h''||\}$ remains bounded and refer back to the fact that $W$ is approximately normal. This approach has been used by several authors in cases where the random variables are bounded (see Barbour [2], Rinott [27], Rinott and Rotar [28], Dembo and Rinott [13] and Rinott and Rotar [29]). The version described below also allows for certain unbounded components, which must, however, be bounded by independent random quantities. The following assertion states it precisely:

**Lemma 4.1.** Let $W$ be a random variable decomposed as in (2.1)–(2.12) and let $h: \mathbb{R} \to \mathbb{R}$ be a differentiable function with absolutely continuous derivative. Suppose that for some version of $h''$,  
\[ \mathbb{E}|h''(W + t)| \leq \rho(|t|) \quad (4.3) \]

where $\rho: [0, \infty) \to [0, \infty)$ is a non-decreasing function. Then the Stein expectation satisfies:

\[
\mathbb{E}[h'(W) - h(W)W] \leq \sum_{i \in I} \sum_{k \in K_i} \mathbb{E}\left\{|X_iZ_{ik}|\eta_{ik}\left[\rho(U_{ik}^* + \tilde{U}_{ik}^*)(U_{ik}^* + \tilde{U}_{ik}^*) + \rho(\text{max}\{U_{ik}, V_{ik}\} + U_{ik}^*)(\frac{1}{2}(U_{ik} + V_{ik}) + U_{ik}^*)\right]\right\} \quad (4.4)
\]

In particular, if $\rho(t) = e^{\lambda t}$ for some $\lambda \geq 0$, we have:

\[
\mathbb{E}[h'(W) - h(W)W] \leq \beta(\lambda) \quad (4.5)
\]

where $\beta(\lambda)$ is as in (2.14).

One of the disadvantages of the bootstrapping argument is that it yields much too large constants (consider (3.6)). Moreover, it does not work for several important cases where the random variables are not bounded (e. g.
locally dependent random variables with finite third moments). This goes on account of estimating (4.1) in terms of $E|h''(W+t)|$. In fact, in view of (4.12), it would be more natural to estimate conditional expectations of quantities related to $W$. This leads to a rather complicated inductive argument, which has been used by Bolthausen [5] to derive a CLT for linear rank statistics and by Götze [17] to derive a multivariate CLT for independent random vectors. For the general case, however, this argument would be rather technical and the dependence structure from Section 2 would have to be replaced by a more complicated one, making possible application of the result rather awkward. Lemma 4.1 provides a tool for estimating the Stein expectation, which is easy to use, applicable in many interesting cases and provides bounds of the correct order.

Before proving Lemma 4.1, we shall prove the following assertion, which is the key step in proving (4.4)–(4.5).

**Lemma 4.2.** Let $f: \mathbb{R} \to [0, \infty)$ be a measurable function, Lebesgue integrable on finite intervals. Suppose that $W$ is a random variable, such that for all $t \in \mathbb{R}$,

$$E f(W + t) \leq \rho(|t|)$$

(4.6)

where $\rho: [0, \infty) \to [0, \infty)$ is a non-decreasing function. In addition, suppose that there are constants $U, U' \geq 0$ and random variables $W', W_0$ and $\tilde{U}$, such that $\tilde{U}$ is independent of $W_0$ and:

$$|W - W_0| \leq \tilde{U}, \quad |W' - W_0| \leq U', \quad P(\tilde{U} \leq U) > 0$$

(4.7)

Then the following inequality holds:

$$|E \int_W^{W'} f(s) \, ds| \leq \frac{E[\rho(U + \tilde{U})(U + \tilde{U})] + \rho(U + U')(U + U')}{P(\tilde{U} \leq U)}$$

(4.8)
Proof. Using independence, observe that for any \( A, B \geq 0 \),

\[
\mathbb{E} \int_{W_0 - A}^{W_0 + B} f(s) \, ds = \frac{1}{\mathbb{P}(\hat{U} \leq U)} \mathbb{E} \int_{W_0 - A}^{W_0 + B} f(s) \, ds \, 1(\hat{U} \leq U) \leq
\]

\[
= \frac{1}{\mathbb{P}(\hat{U} \leq U)} \int_{-A - U}^{B + U} \mathbb{E} f(W + t) \, dt \leq \exp \left[ \int_{-A - U}^{B + U} \mathbb{E} f(W + t) \, dt \right] \leq \frac{\rho(U + \hat{U})(U + \hat{U}) + \rho(U + U')(U + U')}{\mathbb{P}(\hat{U} \leq U)}
\]

(4.9)

Observe that (4.9) remains true if \( A \) or \( B \) is replaced by a random variable independent of \( W_0 \) and the expectation is taken on the r. h. s. Hence,

\[
\mathbb{E} \int_{W_0}^{W} f(s) \, ds \leq \mathbb{E} \int_{W_0 - \hat{U}}^{W_0 + U'} f(s) \, ds \leq \frac{\mathbb{E} \rho(U + \hat{U})(U + \hat{U}) + \rho(U + U')(U + U')}{\mathbb{P}(\hat{U} \leq U)}
\]

(4.10)

Since the same estimate also holds for \( \mathbb{E} \int_{W} f(s) \, ds \), the proof is complete. \( \square \)

Proof of Lemma 4.1. Observe that:

\[
\mathbb{E} [h'(W) - h(W) W] = \sum_{i \in I} \mathbb{E} [h'(W) \mathbb{E} X_i W - h(W) X_i] =
\]

\[
= \sum_{i \in I} \mathbb{E} [h'(W) \mathbb{E} X_i W_i + h'(W) \mathbb{E} X_i Z_i] - h(W_i) X_i - h(W_i + \theta Z_i) X_i Z_i
\]

(4.11)

where \( \theta \) is uniformly distributed over \([0, 1]\) and independent of all other variates. By independence, the first and the third term vanish; the others can
be rewritten in the following way:

$$E[h'(W) - h(W)W] = \sum_{i \in I} \sum_{k \in K_i} E[h'(W)E X_i Z_{ik} - h'(W_i + \theta Z_i)X_i Z_{ik}] =$$

$$= \sum_{i \in I} \sum_{k \in K_i} E[h'(W_{ik}^*) - h'(W_i + \theta Z_i)]X_i Z_{ik} =$$

$$= - \sum_{i \in I} \sum_{k \in K_i} E \int_{W_{ik}^*}^{W_i+\theta Z_i} h''(s)ds X_i Z_{ik}$$

$$(4.12)$$

The proof is now completed by making use of the conditional version of Lemma 4.2 given $\mathcal{H}_{ik}$ and $\theta$, with $W_{ik}^*$ in place of $W$, $W_{ik}$ in place of $W_0$ and with $W_i + \theta Z_i = (1 - \theta)W_i + \theta W$ in place of $W'$.

5 Proofs of main results

First, we turn to the study of the behavior of the solutions of the Stein equation:

$$h'(w) - h(w)w = f(w) - N(0, 1)\{f\}$$

$$(5.1)$$

where $N(\mu, \sigma)\{f\}$ denotes the expectation of $f$ with respect to the appropriate normal density. We introduce the Mills ratio, which will be defined in the following way:

$$\psi(x) := \sqrt{2\pi} e^{\frac{1}{2}x^2} \Phi(x)$$

$$(5.2)$$

Notice that the Mills ratio satisfies:

$$\psi'(x) - \psi(x)x = 1$$

$$(5.3)$$

**Lemma 5.1.** The Mills ratio as given in (5.2) and all its derivatives are strictly positive functions. Moreover,

$$\Phi(-x)\psi'(x) + \Phi(x)\psi'(-x) = 1$$

$$(5.4)$$

$$\int_{-\infty}^{\infty} \Phi(-t) dt \psi''(x) + \int_{-\infty}^{\infty} \Phi(t) dt \psi''(-x) = 1$$

$$(5.5)$$

**Proof.** Write:

$$\psi(x) = e^{\frac{1}{2}x^2} \int_{-\infty}^{x} e^{-\frac{1}{2}z^2} dz = \int_{0}^{\infty} e^{tx - \frac{1}{2}t^2} dt$$

$$(5.6)$$
Differentiation under the integral sign yields:

\[ \psi^{(r)}(x) = \int_0^\infty t^r e^{tx - \frac{1}{2}t^2} dt > 0 \quad (5.7) \]

The equalities (5.4) can be proved by making use of (5.3) and (5.2) in turn and by straightforward calculation.

Now we turn to the study the solutions of the Stein equation (5.1) together with their derivatives. For a measurable function \( f : \mathbb{R} \to \mathbb{R} \), denote by \( \|f\|_\infty \) its supremum norm, by \( \|f\|_1 \) its \( L^1 \)-norm, by \( V(f) \) its total variation and:

\[ \|f\|_0 := \sup_{x \in \mathbb{R}} f(x) - \inf_{x \in \mathbb{R}} f(x) \quad (5.8) \]

We shall use the Lebesgue theory of differentiation (see Rudin [33]). For an absolutely continuous function \( f \), the notation \( f' \) will be used for any function equal to the derivative of \( f \) at almost every point where \( f \) is differentiable. We shall therefore speak about versions of \( f' \).

**Lemma 5.2.** For every bounded measurable function \( f \), there exist a unique absolutely continuous bounded function \( h \) solving the Stein equation (5.1) (for some version of \( h' \)). Denoting by \( h' \) the version that satisfies (5.1), \( h \) satisfies:

\[ \|h\|_\infty \leq \|f\|_1 \quad (5.9) \]
\[ \|h'\|_\infty \leq \|f\|_0 \quad (5.10) \]
\[ V(h') \leq 2V(f) \quad (5.11) \]

Moreover, if \( f \) is absolutely continuous, \( h' \) is also absolutely continuous and for every version of \( f' \), there exists a version of \( h'' \) satisfying:

\[ \|h''\|_\infty \leq \|f'\|_0 \quad (5.12) \]
\[ V(h'') \leq 2V(f') \quad (5.13) \]

**Proof of Lemma 5.2.** Since any two solutions of (5.1) differ by a multiply of \( \psi \), which is unbounded, the bounded solution, if any, is unique. Define:

\[ h(w) = \frac{1}{\sqrt{2\pi}} \psi(-w) \int_{-\infty}^w f(x) e^{-\frac{1}{2}x^2} dx - \frac{1}{\sqrt{2\pi}} \psi(w) \int_w^\infty f(x) e^{-\frac{1}{2}x^2} dx \quad (5.14) \]
Since $\psi$ is increasing, we can estimate:

$$|h(w)| \leq \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{w} |f(x)| |\psi(-x) e^{-\frac{1}{2}x^2} dx + \frac{1}{\sqrt{2\pi}} \int_{w}^{\infty} |f(x)| |\psi(x) e^{-\frac{1}{2}x^2} dx$$

(5.15)

Now since $\psi(-x)e^{-\frac{1}{2}x^2}/\sqrt{2\pi} = \Phi(-x) \leq 1$ and $\psi(x)e^{-\frac{1}{2}x^2}/\sqrt{2\pi} = \Phi(x) \leq 1$, (5.9) obviously follows.

Differentiating (5.14), we find that $h$ is absolutely continuous and that there is a version of $h'$ satisfying:

$$h'(w) = f(w) - \frac{1}{\sqrt{2\pi}} \psi'(-w) \int_{-\infty}^{w} f(x) e^{-\frac{1}{2}x^2} dx - \frac{1}{\sqrt{2\pi}} \psi'(w) \int_{w}^{\infty} f(x) e^{-\frac{1}{2}x^2} dx$$

(5.16)

Combining (5.3), (5.14) and (5.16), we conclude that $h$ together with $h'$ satisfies (5.1). Moreover, (5.16) together with (5.4) implies (5.10).

To prove (5.11), we first integrate (5.16) by parts and apply (5.4), leading to:

$$h'(w) = \psi'(-w) \int_{-\infty}^{w} \Phi(x) df(x) - \psi'(w) \int_{w}^{\infty} \Phi(-x) df(x)$$

(5.17)

Thus, we can write $h'(w)$ as the limit of the Riemann–Stieltjes sums:

$$\sum_{i=1}^{n} G(w, \xi_i)(f(x_i) - f(x_{i-1}))$$

(5.18)

where:

$$G(w, x) = \begin{cases} 
-\psi'(w) \Phi(-x) ; w \leq x \\
\psi'(-w) \Phi(x) ; w > x 
\end{cases}$$

(5.19)

and where $x_0 < \xi_1 < x_1 < \xi_2 < \ldots < \xi_n < x_n$ and $w \in \{x_0, \ldots, x_n\}$ (notice that $h'(w) = \int_{-\infty}^{\infty} G(w, x) df(x)$ at any $w$ where $f$ is continuous). Using (5.4) and the fact that $\psi'$ is increasing, we find that the total variation of the function $w \mapsto G(w, x)$ equals 2 for all $x$. The estimate (5.11) now follows.

Now suppose that $f$ is absolutely continuous. In this case, we can write (5.17) in terms of the usual Riemann integral:

$$h'(w) = \psi'(w) \int_{-\infty}^{w} f'(x) \Phi(x) dx - \psi'(w) \int_{w}^{\infty} f'(x) \Phi(-x) dx$$

(5.20)
Similarly as before, we find that $h'$ is also absolutely continuous. Making use of (5.4), we find that in every Lebesgue point of $f'$,

$$h''(w) = f'(w) - \psi''(-w) \int_{-\infty}^{w} f'(x) \Phi(x) dx - \psi''(w) \int_{w}^{\infty} f'(x) \Phi(-x) dx$$

(5.21)

Using (5.4), we obtain (5.12).

Finally, to prove (5.13), assume without loss of generality that $V(f') < \infty$. Integrating by parts and making use of (5.5), we obtain:

$$h''(w) = \psi''(-w) \int_{-\infty}^{w} \Phi(t) dt \, df'(x) - \psi''(w) \int_{w}^{\infty} \Phi(-t) dt \, df'(x)$$

(5.22)

Again, we can write $h''(w)$ as the limit of the Riemann–Stieltjes sums:

$$\sum_{i=1}^{n} H(w, \xi_i) (f(x_i) - f(x_{i-1}))$$

(5.23)

where:

$$H(w, x) = \begin{cases} -\psi''(w) \int_{x}^{\infty} \Phi(-t) dt ; w \leq x \\ \psi''(-w) \int_{-\infty}^{x} \Phi(t) dt ; w > x \end{cases}$$

(5.24)

and where $x_0 < \xi_1 < x_1 < \xi_2 < \ldots < \xi_n < x_n$ and $w \in \{x_0, \ldots, x_n\}$. Using (5.5) and the monotonicity of $\psi''$, we find again that the total variation of the function $w \mapsto H(w, x)$ equals 2 for all $x$ and (5.13) is proved.

Lemma 5.2 allows us to take control over $h''$ provided that we have control over $f'$. Since the usual test functions (e. g. indicators of half-lines) are not AC, we shall need to approximate them by suitable smooth functions. For a non-decreasing function $f$ and $\varepsilon > 0$, define:

$$M^+_\varepsilon(f)(w) := \frac{1}{\varepsilon} \int_{w}^{w+\varepsilon} f(x) dx \quad M^-_\varepsilon(f)(w) := \frac{1}{\varepsilon} \int_{w-\varepsilon}^{w} f(x) dx$$

(5.25)

For $f$ with $V(f) < \infty$, we can write $f = f_1 - f_1$, where $f_1$ and $f_\uparrow$ are non-decreasing functions with $V(f) = V(f_1) + V(f_\uparrow)$. Now define:

$$M^+_\varepsilon(f) := M^+_\varepsilon(f_1) - M^-_\varepsilon(f_1) \quad M^-_\varepsilon(f) := M^-_\varepsilon(f_1) - M^+_\varepsilon(f_1)$$

(5.26)

and notice that the definition is independent of the decomposition.
Lemma 5.3. For every function $f : \mathbb{R} \to \mathbb{R}$ with $V(f) < \infty$ and every $\varepsilon > 0$, the functions $M_\varepsilon^+(f)$ and $M_\varepsilon^-(f)$ satisfy:

$$M_\varepsilon^-(f) \leq f \leq M_\varepsilon^+(f) \quad (5.27)$$

and:

$$V(M_\varepsilon^+(f)) \leq V(f), \quad V(M_\varepsilon^-(f)) \leq V(f) \quad (5.28)$$

$$\|M_\varepsilon^+(f) - f\|_1 \leq \frac{\varepsilon}{2} V(f), \quad \|M_\varepsilon^-(f) - f\|_1 \leq \frac{\varepsilon}{2} V(f) \quad (5.29)$$

Moreover, $M_\varepsilon^+(f)$ and $M_\varepsilon^-(f)$ are absolutely continuous and there are versions of $(M_\varepsilon^+(f))'$ and $(M_\varepsilon^-(f))'$ satisfying:

$$V((M_\varepsilon^+(f))') \leq \frac{2V(f)}{\varepsilon}, \quad V((M_\varepsilon^-(f))') \leq \frac{2V(f)}{\varepsilon} \quad (5.30)$$

Proof. Observe that it suffices to prove (5.27)–(5.30) for non-decreasing functions. The estimate (5.27) is evident. Taking $w \mapsto -f(-w)$ in place of $f$, observe that it suffices to prove (5.28), (5.29) and (5.30) for $M_\varepsilon^-(f)$. To prove (5.28), observe that if $f$ is non-decreasing, we have:

$$V(M_\varepsilon^+(f)) = \lim_{w \to \infty} M_\varepsilon^+(f)(w) - \lim_{w \to -\infty} M_\varepsilon^+(f)(w) = \lim_{w \to \infty} f(w) - \lim_{w \to -\infty} f(w) = V(f) \quad (5.31)$$

To prove (5.29), observe that by Fubini’s theorem:

$$\|M_\varepsilon^+(f) - f\|_1 = \int_{-\infty}^{\infty} M_\varepsilon^+(f)(w) - f(w) \, dw =$$

$$= \frac{1}{\varepsilon} \int_{-\infty}^{\infty} \int_{w}^{w+\varepsilon} (f(x) - f(w)) \, dx \, dw =$$

$$= \frac{1}{\varepsilon} \int_{0}^{\varepsilon} \int_{-\infty}^{\infty} (f(w + t) - f(w)) \, dw \, dt =$$

$$= \frac{1}{\varepsilon} \int_{0}^{\varepsilon} \int_{-\infty}^{\infty} df(x) \, dw \, dt =$$

$$= \frac{1}{\varepsilon} \int_{0}^{\varepsilon} \int_{x-t}^{x} dw \, df(x) \, dt =$$

$$= \frac{\varepsilon}{2} V(f)$$
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Finally, observe that $M^+(\varepsilon) f$ is a primitive function of the function $w \mapsto \frac{(f(w + \varepsilon) - f(w))}{\varepsilon}$ and is therefore absolutely continuous. The estimate (5.30) also obviously follows.

The following assertion allows us to express the solutions of (1.9) in terms of the solutions to the ‘classical’ Stein equation. In other words, it allows us to express the solutions of the Stein equation for test functions of exponential growth with the solutions for bounded test functions. The result is easy and is therefore left without proof.

Lemma 5.4. Suppose that $h$ solves:

$$h'(w) - h(w)w = f(w + \lambda) - N(\lambda, 1)\{f\} \tag{5.33}$$

Then the function:

$$\tilde{h}(w) := e^{\lambda w} h(w - \lambda) \tag{5.34}$$

solves:

$$\tilde{h}'(w) - \tilde{h}(w)w = e^{\lambda w} \left( f(w) - N(\lambda, 1)\{f\} \right) \tag{5.35}$$

Now we turn to the proofs of Theorems 2.1–2.4. We shall derive them from a more general result, estimating the expectations of suitable test functions. Fix a random variable $W$ decomposed as in Section 2. For every bounded measurable function $f : \mathbb{R} \to \mathbb{R}$ and each $\lambda \in \mathbb{R}$ with $E e^{\lambda W} < \infty$, define:

$$\delta_{\lambda}(f) := \left| E e^{\lambda W} \left[ f(W) - N(\lambda, 1)\{f\} \right] \right| \tag{5.36}$$

The following result is the key to the proofs of Theorems 2.1–2.4.

Lemma 5.5. For each $f$ with finite $\|f\|_1$ and $V(f)$ and each $\lambda \in \mathbb{R}$ with $E e^{\lambda W} < \infty$, we have:

$$\delta_{\lambda}(f) \leq \left( 4.66 + 4.73\lambda \right) V(f) + \lambda^2 \|f\|_1 \right] E e^{\lambda W} \beta(|\lambda|) \tag{5.37}$$

where $\beta$ is as in (2.14).

Before proving Lemma 5.5, we prove some additional auxiliary results and introduce some new quantities. For a function $f$ with $0 < V(f) < \infty$ and $\|f\|_1 < \infty$, and constants $\lambda \in \mathbb{R}$, $a > 0$ and $b > 0$, such that $E e^{\lambda W} < \infty$, define:

$$\delta_{\lambda,a,b}(f) := \frac{\delta_{\lambda}(f)}{\left( (1 + a|\lambda|) V(f) + b \lambda^2 \|f\|_1 \right] E e^{\lambda W}} \tag{5.38}$$
Next, define:

\[
\delta^* := \sup_{0 < V(f) < \infty} \frac{\delta_0(f)}{V(f)}, \quad \delta_{\lambda,a,b}^* := \sup_{0 < V(f) < \infty} \frac{\delta_{\lambda,a,b}(f)}{\|f\|_1 < \infty} \tag{5.39}
\]

Notice that \(\delta^* = \delta_{0,a,b}^*\) and that \(\delta_{\lambda,a,b}^*\) is finite, because for every bounded \(f\), we trivially have \(\delta_\lambda(f) \leq \|f\|_0 E e^{\lambda W}\); if, in addition, \(V(f) < \infty\) and \(\|f\|_1 < \infty\), we have \(\lim_{x \to -\infty} f(x) = \lim_{x \to -\infty} f(x) = 0\), so that we can estimate:

\[
\delta_\lambda(f) \leq \frac{1}{2} V(f) E e^{\lambda W} \tag{5.40}
\]

and consequently,

\[
\delta_{\lambda,a,b}^* \leq \frac{1}{2(1 + a|\lambda|)} \tag{5.41}
\]

**Lemma 5.6.** Suppose that there is a function \(f = f_1 + f_2 : \mathbb{R} \to \mathbb{R}\), such that \(V(f_1)\) and \(V(f_2)\) are finite and \(f_1\) and \(f_2\) are absolutely continuous. Then for arbitrary versions of \(f_1^*\) and \(f_2^*\), we have:

\[
\delta_0(f) \leq \beta(0) \left[ \|f_1^*\|_0 + \frac{2V(f_2)}{\sqrt{2\pi}} + 2\delta^* V(f_2^*) \right] \tag{5.42}
\]

Moreover, for \(\lambda \in \mathbb{R}, a, b > 0\) and \(\|f\|_1 < \infty\), we have:

\[
\delta_\lambda(f) \leq E e^{\lambda W} \beta(|\lambda|) \left[ \lambda^2 \|f\|_1 + |\lambda| V(f) + \|f_1^*\|_0 + \frac{2V(f_2)}{\sqrt{2\pi}} \right] + \frac{2E e^{\lambda W} \delta_{\lambda,a,b}^* (|\lambda|)}{(1 + a|\lambda|) V(f_2^*) + b \lambda^2 V(f_2)} \tag{5.43}
\]

**Proof.** As (5.42) is essentially a special case of (5.43), we shall only derive the latter estimate. Let \(h\) be the unique solution of (5.33) and let \(\tilde{h}\) be as in (5.34). By Lemma 5.4, there is a version of \(\tilde{h}'\), such that (5.35) holds, so that:

\[
E e^{\lambda W} \left[ f(W) - N(\lambda, 1) \{f\} \right] = E \left[ \tilde{h}'(W) - \tilde{h}(W) W \right] \tag{5.44}
\]

The key tool for estimating the r. h. s. will be Lemma 4.1, so that it suffices to estimate \(E |\tilde{h}''(W + t)|\) for all \(t \in \mathbb{R}\). Using (5.34), (5.9) and (5.10) in turn and making use of the fact that \(\|f\|_0 \leq \frac{1}{2} V(f)\) if \(\|f\|_1 < \infty\), we obtain:

\[
E |\tilde{h}''(W + t)| \leq E e^{\lambda(W + t)} \left[ \lambda^2 |h(W - \lambda + t)| + 2|\lambda| |h'(W - \lambda + t)| + |h''(W - \lambda + t)| \right] \tag{5.45}
\]

\[
\leq e^{\lambda t} \left[ \lambda^2 E e^{\lambda W} \|f\|_1 + |\lambda| E e^{\lambda W} V(f) + E e^{\lambda W} |h''(W - \lambda + t)| \right]
\]

31
Now it only remains to estimate the last term. Let $h_1$ and $h_2$ be the corresponding solutions of the Stein equation (5.33) for $f_1$ and $f_2$. Clearly, $h = h_1 + h_2$. Notice that by Lemma 5.2, $h_1'$ and $h_2'$ are absolutely continuous and there exist versions of $h_1''$ and $h_2''$ satisfying (5.12) and (5.13). For $h_1''$, we use (5.12) to estimate:

$$E e^{\lambda W} |h_1''(W + t)| \leq E e^{\lambda W} \|f_1\|_0$$

(5.46)

For $h_2''$, we shall apply the ‘bootstrapping’ argument, i.e. we shall refer back to the approximate normality of $W$. The expectation with respect to the standard normal distribution can be estimated as follows, using (5.11):

$$N(t, 1)\{\|h_2''\|\} \leq \frac{1}{\sqrt{2\pi}} \|h_2''\|_1 = \frac{1}{\sqrt{2\pi}} V(h_2') \leq \frac{2}{\sqrt{2\pi}} V(f_2)$$

(5.47)

To estimate the difference, we refer to (5.39) and use (5.11) and (5.13), leading to:

$$E e^{\lambda W} \left( |h_2''(W - \lambda + t)| - N(t, 1)\{\|h_2''\|\} \right) \leq$$

$$\leq E e^{\lambda W} \delta_{\lambda,a,b} \left[ (1 + a|\lambda|)V(|h_2''|) + b\lambda^2\|h_2''\|_1 \right] \leq$$

$$\leq E e^{\lambda W} \delta_{\lambda,a,b} \left[ (1 + a|\lambda|)V(h_2') + b\lambda^2V(h_2') \right] \leq$$

$$\leq 2 E e^{\lambda W} \delta_{\lambda,a,b} \left[ (1 + a|\lambda|)V(f_2') + b\lambda^2V(f_2) \right]$$

(5.48)

Collecting (5.45), (5.46), (5.47) and (5.48), we obtain:

$$|\hat{h}_2'(W + t)| \leq e^{\lambda t} E e^{\lambda W} \left[ \lambda^2\|f\|_1 + |\lambda|V(f) + \|f'\|_0 + \frac{2V(f_2)}{\sqrt{2\pi}} \right] +$$

$$+ 2e^{\lambda t} E e^{\lambda W} \delta_{\lambda,a,b} \left[ (1 + a|\lambda|)V(f_2') + b\lambda^2V(f_2) \right]$$

(5.49)

Now use Lemma 4.1 and the result follows.

**Lemma 5.7.** For bounded real functions $f^- \leq f \leq f^+$, we have:

$$\delta_{\lambda}(f) \leq \max \left\{ \delta_{\lambda}(f^+) + \frac{1}{\sqrt{2\pi}} \|f^+ - f\|_1 E e^{\lambda W}, \right. \delta_{\lambda}(f^-) + \frac{1}{\sqrt{2\pi}} \|f^- - f\|_1 E e^{\lambda W} \right\}$$

(5.50)
Proof. Observe that:

\[
\begin{align*}
\mathbb{E} e^{\lambda W} \left( f(W) - N(\lambda, 1) \{ f \} \right) & \leq \mathbb{E} e^{\lambda W} \left( f^+(W) - N(\lambda, 1) \{ f^+ \} \right) \leq \mathbb{E} e^{\lambda W} \left( f^+(W) - N(\lambda, 1) \{ f^+ \} \right) + N(\lambda, 1) \{ f^+ - f \} \| f \|_1 \mathbb{E} e^{\lambda W} \\
& \leq \delta_\lambda(f^+) + \frac{1}{\sqrt{2\pi}} \| f^+ - f \|_1 \mathbb{E} e^{\lambda W}
\end{align*}
\]

(5.51)

Similarly, one can derive:

\[
\begin{align*}
\mathbb{E} e^{\lambda W} \left( f(W) - N(\lambda, 1) \{ f \} \right) & \geq -\delta_\lambda(f^-) - \frac{1}{\sqrt{2\pi}} \| f^- - f \|_1 \mathbb{E} e^{\lambda W}
\end{align*}
\]

(5.52)

This completes the proof.

Proof of Lemma 5.5. For \( \beta(|\lambda|) = 0 \), the result follows immediately from Lemma 5.6. Suppose that \( \beta(|\lambda|) > 0 \) and take arbitrary \( a, b, \varepsilon > 0 \). Approximating \( f \) by \( M_\varepsilon^+(f) \) and \( M_\varepsilon^-(f) \) and combining Lemmas 5.3, 5.6 (where taking \( f_1 = 0 \)) and 5.7, we find after some calculation that:

\[
\begin{align*}
\delta_\lambda(f) & \leq V(f) \mathbb{E} e^{\lambda W} \beta(|\lambda|) \left[ \frac{\varepsilon}{2\sqrt{2\pi} \beta(|\lambda|)} + \frac{2}{\sqrt{2\pi}} + \frac{4\delta^*_{\lambda,a,b}}{\varepsilon} \right] + \\
& \quad + |\lambda| V(f) \mathbb{E} e^{\lambda W} \beta(|\lambda|) \left[ 1 + \frac{4a\delta^*_{\lambda,a,b}}{\varepsilon} + \frac{\varepsilon|\lambda|}{2} + 2|\lambda| b\delta^*_{\lambda,a,b} \right] + \\
& \quad + \lambda^2 \| f \|_1 \mathbb{E} e^{\lambda W} \beta(|\lambda|)
\end{align*}
\]

(5.53)

Now we apply (5.41) to estimate \( 2|\lambda| b\delta^*_{\lambda,a,b} \leq b/a \). Next, recalling (5.40) and applying the inequality \( \min\{x, y + z\} \leq \sqrt{x^2} + z \) for \( x = \frac{1}{2} V(f) \mathbb{E} e^{\lambda W} \) and \( y = \frac{1}{2} \lambda^2 V(f) \mathbb{E} e^{\lambda W} \beta(|\lambda|) \varepsilon \), we find that:

\[
\begin{align*}
\delta_\lambda(f) & \leq V(f) \mathbb{E} e^{\lambda W} \beta(|\lambda|) \left[ \frac{\varepsilon}{2\sqrt{2\pi} \beta(|\lambda|)} + \frac{2}{\sqrt{2\pi}} + \frac{4\delta^*_{\lambda,a,b}}{\varepsilon} \right] + \\
& \quad + |\lambda| V(f) \mathbb{E} e^{\lambda W} \beta(|\lambda|) \left[ 1 + \frac{4a\delta^*_{\lambda,a,b}}{\varepsilon} + \frac{\varepsilon|\lambda|}{2} + 2\sqrt{\frac{\varepsilon}{\beta(|\lambda|)}} + \frac{b}{a} \right] + \\
& \quad + \lambda^2 \| f \|_1 \mathbb{E} e^{\lambda W} \beta(|\lambda|)
\end{align*}
\]

(5.54)
Without loss of generality, we can assume that $V(f) > 0$. Dividing by $[(1 + a|\lambda|)V(f) + b\lambda^2] \mathbb{E} e^{\lambda W}$, applying the inequality:

$$\frac{\alpha_1 V(f) + \beta_1 a|\lambda|V(f) + \gamma_1 b\lambda^2\|f\|_1}{\alpha_2 V(f) + \beta_2 a|\lambda|V(f) + \gamma_2 b\lambda^2\|f\|_1} \leq \max\left\{\frac{\alpha_1}{\alpha_2}, \frac{\beta_1}{\beta_2}, \frac{\gamma_1}{\gamma_2}\right\}$$

(5.55)

and taking supremum over $f$, we obtain:

$$\delta_{\lambda,a,b}^* \leq \beta(|\lambda|) \max\left\{\frac{\varepsilon}{2\sqrt{2\pi} \beta(|\lambda|)} + \frac{2}{\sqrt{2\pi}} + \frac{4\delta_{\lambda,a,b}^*}{\varepsilon}, \frac{1}{a} + \frac{4\delta_{\lambda,a,b}^*}{\varepsilon} + \frac{1}{2a} \sqrt{\frac{\varepsilon}{\beta(|\lambda|)} + \frac{b}{a^2}, \frac{1}{b}}\right\}$$

(5.56)

or, taking $K_{\lambda,a,b}^*: = \delta_{\lambda,a,b}^*/\beta(|\lambda|)$ and $c: = \varepsilon/\beta(|\lambda|)$:

$$K_{\lambda,a,b}^* \leq \max\left\{\frac{c}{2\sqrt{2\pi}} + \frac{2}{\sqrt{2\pi}} + \frac{4K_{\lambda,a,b}^*}{c}, \frac{1}{a} + \frac{4K_{\lambda,a,b}^*}{c} + \frac{\sqrt{c}}{2a} + \frac{b}{a^2}, \frac{1}{b}\right\}$$

(5.57)

Now choose $c > 4$ so that the unique root $k$ of the equation:

$$k = \frac{c}{2\sqrt{2\pi}} + \frac{2}{\sqrt{2\pi}} + \frac{4k}{c}$$

(5.58)

is minimal, that is:

$$c = 4(1 + \sqrt{2}), \quad k = \frac{2(3 + 2\sqrt{2})}{\sqrt{2\pi}}$$

(5.59)

Furthermore, choose $a$ and $b$ so that:

$$k = \frac{1}{a} + \frac{4k}{c} + \frac{\sqrt{c}}{2a} + \frac{b}{a^2} = \frac{1}{b}$$

(5.60)

Combining (5.57)–(5.60), we now find that $K_{\lambda,a,b}^* \leq k$, or equivalently:

$$\delta_{\lambda,a,b}^* \leq k\beta(|\lambda|)$$

(5.61)

As one can easily check that $k < 4.66$, $ka < 4.73$ and $kb = 1$, the proof is complete. \qed
Now let $\lambda > 0$ and $x \in \mathbb{R}$. Taking:

$$f_{x,\lambda}(w) := e^{-\lambda w} 1[w \geq x]$$

(5.62)

noting that:

$$N(\lambda, 1) \{ f_{x,\lambda} \} = e^{-\frac{1}{4} \lambda^2} \Phi(-x), \quad V(f_{x,\lambda}) = 2e^{-\lambda x}, \quad \|f_{x,\lambda}\|_1 = \frac{e^{-\lambda x}}{\lambda}$$

(5.63)

and applying Lemma 5.5, we find that:

$$\left| P(W \geq x) - e^{-\frac{1}{2} \lambda^2} E e^{\lambda W} \Phi(-x) \right| \leq (9.32 + 10.46 \lambda) e^{-\lambda x} E e^{\lambda W} \beta(\lambda)$$

(5.64)

In the sequel, the constants will be substantially improved by taking different smoothing, which smooths only the non-smooth part of $f_{x,\lambda}$.

**Lemma 5.8.** For all $x \in \mathbb{R}$ and $\lambda \geq 0$, such that $E e^{\lambda W} < \infty$, we have:

$$\left| P(W \geq x) - e^{-\frac{1}{2} \lambda^2} E e^{\lambda W} \Phi(-x) \right| \leq (4.66 + 8.58 \lambda) e^{-\lambda x} E e^{\lambda W} \beta(\lambda)$$

(5.65)

**Proof.** For every $\varepsilon > 0$, define:

$$f_{x,\lambda,\varepsilon}^+(w) := \begin{cases} 0 & ; w \leq x - \varepsilon \\ \frac{e^{-\lambda x}(w - x + \varepsilon)}{\varepsilon} & ; x - \varepsilon \leq w \leq x \\ e^{-\lambda w} & ; w \geq x \end{cases}$$

(5.66)

and:

$$f_{x,\lambda,\varepsilon}^-(w) := \begin{cases} 0 & ; w \leq x \\ \frac{e^{-\lambda(x+\varepsilon)}(w - x)}{\varepsilon} & ; x \leq w \leq x + \varepsilon \\ e^{-\lambda w} & ; w \geq x + \varepsilon \end{cases}$$

(5.67)

An easy calculation shows that $f_{x,\lambda,\varepsilon}^+ \leq f_{x,\lambda} \leq f_{x,\lambda,\varepsilon}^-$ and:

$$\|f_{x,\lambda,\varepsilon}^+ - f_{x,\lambda}\|_1 = \frac{\varepsilon}{2} e^{-\lambda x}, \quad \|f_{x,\lambda,\varepsilon}^- - f_{x,\lambda}\|_1 \leq \frac{\varepsilon}{2} e^{-\lambda x}$$

(5.68)

$$V(f_{x,\lambda,\varepsilon}^+) = 2e^{-\lambda x}, \quad V(f_{x,\lambda,\varepsilon}^-) \leq 2e^{-\lambda x}$$

(5.69)

Furthermore, write $f_{x,\lambda,\varepsilon}^+ = f_{x,\lambda,\varepsilon,1}^+ + f_{x,\lambda,\varepsilon,2}^+$, where:

$$f_{x,\lambda,\varepsilon,1}^+(w) = (e^{-\lambda w} - e^{-\lambda x}) 1[w \geq x]$$

(5.70)
Noting that some version of \((f_{x,\lambda,\varepsilon,1}^+)'\) satisfies:
\[
\| (f_{x,\lambda,\varepsilon,1}^+)' \|_0 = \lambda e^{-\lambda x}
\]  
(5.71)
and that:
\[
V(f_{x,\lambda,\varepsilon,2}^+) = e^{-\lambda x} \quad \text{and} \quad V((f_{x,\lambda,\varepsilon,2}^+)' = \frac{2e^{-\lambda x}}{\varepsilon}
\]  
(5.72)
for some version of \((f_{x,\lambda,\varepsilon,2}^+)'\), and applying Lemma 5.6 together with (5.63), we find that for all \(a, b > 0\):
\[
\delta_{\lambda}(f_{x,\lambda,\varepsilon}^+) \leq e^{-\lambda x} \beta(\lambda) E_{e^{\lambda W}} \left[ \frac{2}{\sqrt{2\pi}} + 4\lambda + \frac{\varepsilon}{2} \lambda^2 + \delta_{\lambda,a,b}^* \left( \frac{4(1 + a\lambda)}{\varepsilon} + 2b\lambda^2 \right) \right]
\]  
(5.73)
Noting that (5.61) holds provided that \(a\) and \(b\) are as in (5.60), we have:
\[
\delta_{\lambda}(f_{x,\lambda,\varepsilon}^+) \leq e^{-\lambda x} \beta(\lambda) E_{e^{\lambda W}} \left[ \left( \frac{2}{\sqrt{2\pi}} + 4\lambda + \frac{\varepsilon}{2} \lambda^2 \right) \beta(\lambda) + \left( \frac{18.61(1 + 1.016\lambda)}{\varepsilon} + 2\lambda^2 \right) \beta(\lambda)^2 \right]
\]  
(5.74)
Similarly, one can show that the same estimate also holds for \(f_{x,\lambda,\varepsilon}^-\). By Lemma 5.7 and (5.68), we then have:
\[
\delta_{\lambda}(f_{x,\lambda,\varepsilon}^-) \leq e^{-\lambda x} \beta(\lambda) E_{e^{\lambda W}} \left[ \left( \frac{2}{\sqrt{2\pi}} + 4\lambda + \frac{\varepsilon}{2} \lambda^2 \right) \beta(\lambda) + \left( \frac{18.64(1 + 1.016\lambda)}{\varepsilon} + 2\lambda^2 \right) \beta(\lambda)^2 \right]
\]  
(5.75)
Optimizing in \(\varepsilon\), we find that:
\[
\delta_{\lambda}(f_{x,\lambda}) \leq e^{-\lambda x} \beta(\lambda) E_{e^{\lambda W}} \left[ \frac{2}{\sqrt{2\pi}} + 4\lambda + 2\lambda^2 \beta(\lambda) + 3.854 \sqrt{(1 + 1.016\lambda)(1 + \sqrt{2\pi \lambda^2 \beta(\lambda)})} \right]
\]  
(5.76)
Making use of the inequality between the arithmetic and the geometric mean, we obtain:
\[
\delta_{\lambda}(f_{x,\lambda}) \leq e^{-\lambda x} \beta(\lambda) E_{e^{\lambda W}} \left[ 4.66\beta(\lambda) + 5.96\lambda \beta(\lambda) + 6.86\lambda^2 \beta(\lambda)^2 \right]
\]  
(5.77)
The proof is now completed by recalling (5.40) and applying the inequality 
\[\min\{1, x + y\} \leq \sqrt{x} + y.\]
Lemma 5.9. For every $\lambda \in \mathbb{R}$, we have:

$$e^{\frac{1}{2}\lambda^2 - \beta^*(|\lambda|)} \leq \mathbb{E} e^{\lambda W} \leq e^{\frac{1}{2}\lambda^2 + \beta^*(|\lambda|)} \quad (5.78)$$

Proof. Define:

$$F(\lambda) = \ln \mathbb{E} e^{\lambda W} \quad (5.79)$$

and notice that:

$$F'(\lambda) = \frac{\mathbb{E} e^{\lambda W} W}{\mathbb{E} e^{\lambda W}} \quad (5.80)$$

so that:

$$F'(\lambda) - \lambda = -\frac{1}{\mathbb{E} e^{\lambda W}} \mathbb{E} \left[ \chi'_\lambda(W) - \chi_\lambda(W)W \right] \quad (5.81)$$

where:

$$\chi_\lambda(x) := e^{\lambda x} \quad (5.82)$$

Again, we shall apply Lemma 4.1. Noting that:

$$\mathbb{E} \chi''_\lambda(W + t) = \lambda^2 \mathbb{E} e^{\lambda(W + t)} \leq \lambda^2 e^{\lambda|t|} \mathbb{E} e^{\lambda W} \quad (5.83)$$

it follows that:

$$|F'(\lambda) - \lambda| \leq \lambda^2 \beta(|\lambda|) \quad (5.84)$$

Now write:

$$F(\lambda) = \int_0^\lambda F'(t) dt = \frac{\lambda^2}{2} + \int_0^\lambda (F'(t) - t) dt \quad (5.85)$$

which together with (5.84) yields $|F(\lambda) - \frac{1}{2}\lambda^2| \leq \beta^*(|\lambda|)$. This completes the proof. \qed

Proof of Theorems 2.1 and 2.2. First, observe that it suffices to approximate $\mathbb{P}(W \geq x)$; the approximations to $\mathbb{P}(W \leq -x)$ follow from the fact that $-W$ can be decomposed in the same way as $W$, in particular with the same $\beta(\lambda)$. The estimate (2.15) follows from Lemmas 5.8 and 5.9. To derive (2.17), use Lemma 5.9 and apply the Markov inequality. Thus Theorem 2.2 is proved. Theorem 2.1 follows immediately by setting $\lambda = 0$. \qed

Proof of Theorem 2.3. The result follows from Theorem 2.2: to prove (2.18) and (2.19), choose $\lambda := x$; to prove (2.20), choose $\lambda := M$. \qed
Proof of Theorem 2.4. Similarly as before, we shall use Theorem 2.2. Choosing \( \lambda := x \) and noting that:

\[
\beta^*(\lambda) \leq \frac{1}{3} \beta_1 e^{\beta_2 \lambda} \lambda^3 \quad \text{and} \quad \beta_1 e^{\beta_2 \lambda} \leq \frac{1}{2M}
\]

proves (2.23) and (2.24). To prove (2.25), choose:

\[
\lambda := M \left( 1 + \frac{1}{3} \ln \frac{x}{M} \right)
\]

and Theorem 2.2 yields:

\[
\max\{P(W \geq x), P(W \leq -x)\} \leq \exp \left\{ M^2 F \left( \frac{x}{M} \right) \right\}
\]

where:

\[
F(y) = \frac{1}{6} y^{1/3} \left( 1 + \frac{1}{3} \ln y \right)^3 + \frac{1}{2} \left( 1 + \frac{1}{3} \ln y \right)^2 - y \left( 1 + \frac{1}{3} \ln y \right)
\]

In view of (2.25), it suffices to show that:

\[
F(y) \leq -\frac{1}{3} - \frac{1}{3} y \ln y
\]

for all for \( y \geq 1 \). Differentiating and noting that \( F(1) = -\frac{1}{3} \), we find that it suffices to show that:

\[
\frac{(1 + \frac{1}{3} \ln y)^3}{18y^{2/3}} + \frac{(1 + \frac{1}{3} \ln y)^2}{6y^{2/3}} + \frac{1 + \frac{1}{3} \ln y}{3y} \leq 1
\]

A straightforward calculation shows that:

\[
\frac{(1 + \frac{1}{3} \ln y)^3}{18y^{2/3}} \leq \frac{3}{16e} < 0.07, \quad \frac{(1 + \frac{1}{3} \ln y)^2}{6y^{2/3}} \leq \frac{1}{6}, \quad \frac{1 + \frac{1}{3} \ln y}{3y} \leq \frac{1}{3}
\]

for all \( y \geq 1 \). This completes the proof. \( \square \)
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