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1 Introduction

Error-control codes have been studied for a long time and have been widely used in the lower protocol layers of computer networks to achieve reliable communications [1]. With the advent of various new communications and multimedia technologies and standards, there has been a growing trend in applying error-control coding in the higher layers of communication networks or directly in applications themselves. This trend is especially evident in multicast and multimedia communications. For example, the development of IP multicast and the Internet multicast backbone has led to many scalable audio/video conferencing applications based on the lightweight sessions model [2] which provides efficient multi-way communications and scales from two to several thousand participants. Multicast and multimedia applications are normally very sensitive to transmission errors and error-control coding can play an important part in improving system performance [3, 4].

The nature of error control in the higher layers is fundamentally different from that in the lower layers of communication networks. In the lower layers, transmission channels are described in terms of bit error rates which are mainly caused by low signal-to-noise ratios. Therefore, in the lower layers, error control codes have been long employed to deal with bit errors within a packet and encoders and decoders are implemented in hardware. In the higher layers, however, a communication connection is no longer link-by-link but end-to-end (i.e., concatenation of multiple links) in nature. Such connections are characterized by packet loss due to buffer overflows at intermediate nodes and uncorrectable bit errors at the link layer. By monitoring a large multicast session on MBone over several days, it was reported in [5] that most receivers experience packet loss in the range of 2-5 percent where the overwhelming cause of packet loss was due to congestion at the routers. Consequently, error-control codes in the higher layers or in applications must be adopted to recover lost packets and encoders and decoders are implemented in software.

Both ARQ (Automatic Repeat reQuest) and FEC (Forward Error Correction) can be used to recover missing or erroneous packets [1]. ARQ is based on retransmission of lost packets, which is triggered by explicit or implicit ACK/NACKs from the receivers. ARQ is simple to implement since no complicated processing of received packets need to be carried out at the receivers. However, it requires a feedback channel and introduces nonuniform delays because of the packet retransmissions. This has been a serious drawback for time sensitive applications. Another shortcoming of ARQ is that it scales badly in multicast protocols as the number of receivers becomes large, because random packet losses at different receivers might require retransmission of the majority of packets [6, 7].

Different from ARQ, FEC anticipates the amount of packet losses, and obviates by sending redundant data which allows the receiver to reconstruct up to a certain number of missing packets. The communication process thus includes an encoding phase at the sender, where redundant or parity check data are constructed from the source information data, and a decoding phase at the receivers, where lost source data are recovered. Since no retransmission is needed in FEC, it is suitable for real-time communications. For multicast communications, independent losses do not combine so badly anymore, because the same redundant data allows different receivers to reconstruct distinct missing packets. Therefore, FEC-based multicast protocols scale much better than ARQ-based protocols. FEC has been used for bit error correction in data link layers for a long time but its use for packet loss recovery in higher layers is relatively new. FEC is used for ATM cell recovery in [8, 9], for packet reconstruction in transport protocols in [10], for realizing reliable multicast data distribution protocol in...
and for packet loss recovery in video streaming [13, 14].

Most of the above proposals for packet loss recovery with FEC use symbol-oriented Reed-Solomon codes operating in symbol erasure-correction mode. An \((n, k)\) Reed-Solomon code encoder over \(GF(2^m)\) accepts an information sequence of \(k\) symbols and outputs a \(n\) symbol codeword, where a symbol is an element in \(GF(2^m)\) and the size of a symbol is typically 8 bits. The two most important properties of erasure-correction codes are the amount of redundancy needed to recover the information sequence and the decoding speed. Reed-Solomon code is optimal in the sense that it is maximal distance separable (MDS). An \((n, k)\) erasure-correction code is MDS if it can recover the \(k\) symbol information sequence given a received codeword with \(n-k\) missing symbols. Since decoding of Reed-Solomon code involves operations over \(GF(2^m)\) using look-up table [15], it is slow, especially when \(m\) is large since the size of the look-up table increases exponentially as \(m\) increases.

In [16], Blomer, et. al. proposed an XOR-based erasure coding scheme. The idea is to transform the parity-check matrix of a version of Reed-Solomon code to binary form by combining Cauchy matrices with the matrix expression of finite field elements over \(GF(2^m)\). This allows them to replace arithmetic operations on field elements by XORs of computer words, and in practice XORs of computer words are much more efficient than multiplications of finite fields. However, in the implementation of the code, they avoid polynomial arithmetic by transforming multiplications and divisions into additions and subtraction of exponents by using a look-up table of discrete logarithms. Thus, in this scheme, only calculation of syndromes uses XOR operations while recovery of lost packets still cannot avoid field operations by using look-up tables.

More recently, Luby, et. al. developed a probabilistic packet-loss resilient code called Tornado code [17, 18]. Tornado code is attractive since it only requires XOR operation and its decoding time is \(O(E)\), where \(E\) is the number of packets to be recovered. However, Tornado code has a number of shortcomings. First, the code is not MDS since the number of redundant packets is larger than the number of packets which can be recovered. The code is efficient asymptotically, i.e., when many packets are lost and the code length is very large. Second, it recovers lost packets with a certain probability, albeit close to 1. This means that even if only one packet is lost, it has a probability of not being recovered. Finally, the design of the code is very difficult. There is no explicit form for parity-check matrix or code generating matrix.

In this paper, we propose an algebraic packet-loss resilient coding scheme with only XOR operations. This scheme maps the parity check matrix of an \((n, k)\) Reed-Solomon code over \(GF(2^m)\) into a binary parity-check matrix of our \((n, k)/(m, l)\) packet-loss resilient code. This code encodes \(k\) information packets into a codeword of \(n = 2^m-1\) packets, where each packet consists of \(m\) \(l\)-bit tuples with \(l\) being an arbitrary positive integer. In practice \(l\) is a multiple of the size of the computer words. This code achieves the capacity of the erasure channel [19] and is MDS, i.e., if the number of lost packets in a received codeword is not more than \(n-k\), then the \(k\) information packets can be recovered. The code is very efficient in encoding and decoding operations since they only require XOR operations.

In the next section, we first describe the binary vector and matrix expressions of finite field elements and review their properties. We then define a so called "bit-vector multiplication" and based on this definition, we define the new \((n, k)/(m, l)\) packet-loss resilient code. In section 3, we describe the general encoding and decoding procedures for the new code. To speed up the encoding and decoding procedures, we present a recursive algorithm for solving a system of linear equations with the Vandermonde matrices in Section 4 and a fast algorithm for calculating syndromes in Section 5. Finally, in Section 6 we present our computer simulation results.

2 Definition of the New Packet-Loss Resilient Code

In this section, we briefly review binary vector and matrix expressions for elements in \(GF(2^m)\) followed by the definition of the new packet-loss resilient code. Throughout the paper, we will use lower case letters, e.g., \(a, b\), to denote scalar variables and capital letters, e.g., \(A, B\), to denote vector and matrix variables.

2.1 Binary Vector and Matrix Expressions for Finite Field Elements

Let \(\alpha\) be a primitive element in \(GF(2^m)\). We have

\[ GF(2^m) = \{0, 1, \alpha, \alpha^2, \ldots, \alpha^{2^m-2}\} \]

and an element \(\alpha^i \in GF(2^m), i = 0, 1, \ldots, 2^m-2\), can be written uniquely as

\[ \alpha^i = (i)_0 + (i)_1\alpha + \cdots + (i)_{m-1}\alpha^{m-1}. \quad (2.1) \]

The vector

\[ V_{\alpha^i} = ((i)_0 \quad (i)_1 \quad \cdots \quad (i)_{m-1}) \quad (2.2) \]
and the matrix
\[ M_{\alpha} = [V_{\alpha}^T, V_{\alpha+1}^T, \ldots, V_{\alpha+n-1}^T]_{m \times m}. \] (2.3)
are called the vector expression and the matrix expression, respectively, of \( \alpha^i \) under the basis \( \{1, \alpha, \ldots, \alpha^{m-1}\} \).

**Theorem 1** Let \( \alpha \) be a primitive element in \( GF(2^m) \). Then the set of binary matrices \( \{M_0, M_1, M_2, \ldots, M_{2^{m-2}}\} \) with multiplication and addition over \( GF(2) \) forms a finite field isomorphic to \( GF(2^m) \).

Next, we introduce the concept of power matrix which is very useful for calculating conjugate syndromes in the decoding process. Given \( \alpha^i \) as in (2.1), we have
\[
\alpha^{2i} = (i_0 + (i_1)\alpha^2 + \cdots + (i_{m-1})\alpha^{2(m-1)}) = (2i_0 + (2i_1)\alpha + \cdots + (2i_{m-1})\alpha^{m-1}
\]
Thus, it follows that
\[
\begin{pmatrix}
(i_0) \\
(i_1) \\
\vdots \\
(i_{m-1})
\end{pmatrix}
= M
\begin{pmatrix}
(2i_0) \\
(2i_1) \\
\vdots \\
(2i_{m-1})
\end{pmatrix},
\] (2.4)
where
\[
M = [V_{\alpha^1}^T, V_{\alpha^2}^T, \ldots, V_{\alpha^{2m-1}}^T]_{m \times m}. \] (2.5)

We remark that the vector and matrix expressions of finite field elements can also be defined under normal basis. The concept of power matrix under normal basis leads to significant reduction in computations of syndrome values. However, to keep the paper compact, we will not further discuss it here.

**2.2 The New Packet-Loss Resilient Code**

We start with a "bit-vector multiplication" definition which will be used extensively in the encoding and decoding of our new packet-loss resiliency code. Let \( v \) be a binary variable in \( GF(2) \) and \( A \) be a \( l \)-dimensional binary vector in \( GF(2)^l \). The bit-vector multiplication is defined by
\[
v \times A = v \cdot A = \begin{cases} 0 & v = 0 \\ A & v = 1 \end{cases}. \] (2.6)
Note that \( v \times A \in GF(2)^l \). Let \( V = (v_0, v_1, \ldots, v_{n-1}) \) and \( B = (B_0, B_1, \ldots, B_{n-1}) \), where \( v_i \in GF(2) \) and \( B_i \in GF(2)^l \). We further define
\[ V \cdot B^T = v_0 \cdot B_0 + v_1 \cdot B_1 + \cdots + v_{n-1} \cdot B_{n-1}. \] (2.7)
where \( "\cdot" \) is defined in (2.6) and \( "\cdots" \) is the XOR operation. Obviously, \( V \cdot B^T \in GF(2)^l \). The definitions (2.6) and (2.7) can be generalized to the case where the vectors \( A \) and \( B \) are elements from any Abelian group.

Let \( \alpha \) be a primitive element in \( GF(2^m) \). The party check matrix of an \((n,k)\) Reed-Solomon code over \( GF(2^m) \) is given by \( H_{RS} = \)
\[
\begin{bmatrix}
1 & 1 & 1 & \cdots & 1 \\
\alpha & \alpha^2 & \alpha^4 & \cdots & \alpha^{2(n-2)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\alpha^{r-1} & \alpha^{2(r-1)} & \cdots & \alpha^{2(n-2)(r-1)}
\end{bmatrix}
\] (2.8)
where \( n = 2^m - 1 \) is the length of the Reed-Solomon codewords, \( r = n - k \) is the number of party check components in a codewords and \( k \) is the number of information components which can be encoded into an \( n \)-component codeword. Note that a component in the Reed-Solomon code is an element over \( GF(2^m) \). This code has minimum Hamming distance \( r+1 \) and therefore is able to recover \( r \) or fewer missing code components in a received codeword [1, 15].

From (2.2) and (2.3) we know that an element \( \alpha^i \in GF(2^m) \) can be mapped onto a \( m \times m \) binary matrix \( M_{\alpha^i} \). Replacing the elements in \( H_{RS} \) with their corresponding \( m \times m \) matrices, we obtain the following \( rm \times nm \) binary matrix:
\[
H = \begin{bmatrix}
M_1 & M_1 & \cdots & M_1 \\
M_1 & M_2 & \cdots & M_{2^{m-1}} \\
M_1 & M_{2^2} & \cdots & M_{2^{(m-1)}} \\
\vdots & \vdots & \ddots & \vdots \\
M_1 & M_{2^{r-1}} & \cdots & M_{2^{(r-1)(m-1)}}
\end{bmatrix}.
\] (2.9)

Let
\[
I \triangleq (I[0], I[1], \ldots, I[n-1]) \] (2.10.1)
be a sequence of \( n \) packets, with the \( i \)th packet given by
\[
I[i] \triangleq \begin{bmatrix}
I[i][0] \\
I[i][1] \\
\vdots \\
I[i][m-1]
\end{bmatrix}
\] (2.10.2)
where \( I[i][j] \) is a \( l \)-bit binary vector over \( GF(2)^l \). Our \((n, k)\)/(m, l) packet-loss resilient code is defined as
\[
C = \{ I \mid HIT^T = 0^T \},
\] (2.11)
where the product \( HT^T \) is carried out in terms of the "bit-vector multiplication" defined in (2.6) and (2.7),
$I$ is a codeword of length $n = 2^m - 1$ and $H$ is the parity check matrix. Note that, a component in a Reed-Solomon code is an element in $GF(2^m)$ while a code component in our packet-loss resilient code is a packet (see (2.10.2)) which $I[i]$ consists of $m$ $l$-bit binary vectors over $GF(2^m)$. For efficiency reasons, $l$ should be a multiple of the length of a computer word (e.g., $l = 32$ bits in Pentium processors).

From Theorem 2.1 and the fact that the $(n,k)$ Reed-Solomon code defined by (2.8) has a minimum Hamming distance $r + 1$, it is easy to show that our $(m,k)/(m,l)$ code also has a minimum Hamming distance $r + 1$. Therefore, it is able to recover any $t$ missing packets $I[i_1], I[i_2], \ldots, I[i_t]$ in a codeword provided that $t \leq r$.

3 Encoding and Decoding of the Packet-Loss Resilient Code

In this section, we describe the general encoding and decoding operations of the $(n,k)/(m,l)$ packet-loss resilient code $C$ as defined in (2.11). Methods for speeding up encoding and decoding operations when implemented in software will be presented in Sections 4 and 5. To make our description simpler and without loss of generality, we assume that $l$ equal the bit length of a computer word. Therefore, we will speak that a codeword $I$ consists of $n$ packets and a packet in turn comprises $m$ $l$-bit computer words.

3.1 Encoding Procedure

Given $k$ information packets $I[i], i = r, r + 1, \ldots, n - 1$, the encoding procedure determines the parity-check packets $I[i], i = 0, 1, \ldots, r - 1$, such that (2.11) is satisfied. To this purpose, we first compute

$$B[\mu] = \begin{bmatrix} B[\mu][0] \\ B[\mu][1] \\ \vdots \\ B[\mu][m - 1] \end{bmatrix} \Delta \sum_{i=r}^{n-1} M_{\alpha,i} I[i], \quad (3.1)$$

for $\mu = 0, 1, \ldots, r - 1$, and then calculate the parity-check packets $I[0], I[1], \ldots, I[r - 1]$ from

$$\begin{bmatrix} I[0] \\ I[1] \\ \vdots \\ I[m - 1] \end{bmatrix} = \begin{bmatrix} 1 & 1 & \cdots & 1 \\ 1 & M_\alpha & \cdots & M_\alpha^{r-1} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & M_\alpha^{r-1} & \cdots & M_\alpha^{(r-1)(r-1)} \end{bmatrix}^{-1} \begin{bmatrix} B[0] \\ B[1] \\ \vdots \\ B[r - 1] \end{bmatrix}. \quad (3.2)$$

It is straightforward to verify that the codeword $I = (I[0] I[1] \cdots I[r - 1] \cdots I[n - 1])$ satisfies our code definition equation (2.11).

3.2 Decoding Procedure

Assume that a codeword $I = (I[0] I[1] \cdots I[n - 1])$ is transmitted and that $t$ packets, say $I[\mu_1], I[\mu_2], \ldots, I[\mu_t]$ are lost. Then the received codeword is given by

$$J = (J[0] J[1] \cdots J[n - 1]), \quad (3.3.1)$$

where

$$J[i] = \begin{cases} I[i] & i \notin \{\mu_1, \mu_2, \ldots, \mu_t\} \\ 0 & i \in \{\mu_1, \mu_2, \ldots, \mu_t\} \end{cases} \quad (3.3.2)$$

We define the syndromes of the received codeword $J$ as

$$\begin{bmatrix} S[0] \\ S[1] \\ \vdots \\ S[r - 1] \end{bmatrix} = H \cdot J^T. \quad (3.4)$$

Let

$$L = (L[0], L[1], \ldots, L[n - 1]),$$

and

$$L[i] = \begin{cases} 0 & i \notin \{\mu_1, \mu_2, \ldots, \mu_t\} \\ I[i] & i \in \{\mu_1, \mu_2, \ldots, \mu_t\} \end{cases} \quad (3.3.3)$$

It follows that

$$I = J + L.$$

From (2.11), (3.4) and $I = J + L$, we have

$$H \cdot L^T = \begin{bmatrix} S[0] \\ S[1] \\ \vdots \\ S[r - 1] \end{bmatrix},$$

or equivalently

$$\begin{bmatrix} M_1 & M_1 & \cdots & M_1 \\ M_\alpha & M_\alpha & \cdots & M_\alpha \\ \vdots & \vdots & \ddots & \vdots \\ M_\alpha^{(r-1)(r-1)} & M_\alpha^{(r-1)(r-1)} & \cdots & M_\alpha^{(r-1)(r-1)} \end{bmatrix} \begin{bmatrix} I[1] \\ I[2] \\ \vdots \\ I[t - 1] \end{bmatrix} \Delta \begin{bmatrix} S[0] \\ S[1] \\ \vdots \\ S[t - 1] \end{bmatrix}. \quad (3.5)$$

Note that the $t \times t$ matrix in (3.5) is a Vandermonde matrix.
The decoding process can be briefly summarized as follows. Given a received codeword $J$ and the locations of lost packets $\mu_1, \mu_2, \ldots, \mu_t$, we first compute syndromes from (3.4) and then determine the values of the lost packets $I[\mu_1], I[\mu_2], \ldots, I[\mu_t]$ by solving the set of $t$ linear equations in (3.5). In Section 4, we show an efficient recursive algorithm for solving the system of linear equations with Vandermonde matrix and in Section 5 we present a high-speed approach to calculating syndromes.

4 Recursive Algorithm for Solving Linear Equations with Vandermonde Matrix

Assuming that the syndromes $S[0], S[1], \ldots, S[t-1]$ have been computed according to (3.4), we now derive a recursive algorithm for solving the linear equations with Vandermonde matrix (3.5) in order to recover the missing packets $I[\mu_1], I[\mu_2], \ldots, I[\mu_t]$. We begin our derivation with the following simple example.

Example 1

Consider

$$
\begin{bmatrix}
1 & 1 & 1 & 1 \\
x_1 & x_2 & x_3 & x_4 \\
x_1^2 & x_2^2 & x_3^2 & x_4^2 \\
x_1^3 & x_2^3 & x_3^3 & x_4^3
\end{bmatrix}
\begin{bmatrix}
I_0 \\
I_1 \\
I_2 \\
I_3
\end{bmatrix} =
\begin{bmatrix}
S_0^{(0)} \\
S_0^{(1)} \\
S_0^{(2)} \\
S_0^{(3)}
\end{bmatrix},
$$

or equivalently

$$
\begin{bmatrix}
I_0 + I_1 + I_2 + I_3 \\
x_1 I_0 + x_2 I_1 + x_3 I_2 + x_4 I_3 \\
x_1^2 I_0 + x_2^2 I_1 + x_3^2 I_2 + x_4^2 I_3 \\
x_1^3 I_0 + x_2^3 I_1 + x_3^3 I_2 + x_4^3 I_3
\end{bmatrix} =
\begin{bmatrix}
S_0^{(0)} \\
S_0^{(1)} \\
S_0^{(2)} \\
S_0^{(3)}
\end{bmatrix}.
$$

We solve the above set of 4 linear equations for the unknowns $I_0, I_1, I_2$ and $I_3$ through 3 forward steps and 3 backward steps.

First, consider the forward steps. Left multiplying both sides of the above equation by the matrix

$$
\begin{bmatrix}
1 & 0 & 0 & 0 \\
x_1 & 1 & 0 & 0 \\
0 & x_1 & 1 & 0 \\
0 & 0 & x_1 & 1
\end{bmatrix},
$$

we have

$$
\begin{bmatrix}
I_0 + I_1 + I_2 + I_3 \\
(x_2 + x_1)I_1 + (x_3 + x_1)I_2 + (x_4 + x_1)I_3 \\
x_2(x_2 + x_1)I_1 + x_3(x_3 + x_1)I_2 + x_4(x_4 + x_1)I_3 \\
x_2^2(x_2 + x_1)I_1 + x_3^2(x_3 + x_1)I_2 + x_4^2(x_4 + x_1)I_3
\end{bmatrix} =
\begin{bmatrix}
S_0^{(0)} \\
S_0^{(1)} \\
S_0^{(2)} \\
S_0^{(3)}
\end{bmatrix}.
$$

Left multiplying both sides of (4.1) by

$$
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
x_2 & 1 & 0 & 0 \\
0 & 0 & x_2 & 1
\end{bmatrix},
$$

and then by

$$
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & x_3 & 1
\end{bmatrix},
$$

we obtain

$$
\begin{bmatrix}
I_0 + I_1 + I_2 + I_3 \\
(x_2 + x_1)I_1 + (x_3 + x_1)I_2 + (x_4 + x_1)I_3 \\
x_2(x_2 + x_1)I_1 + x_3(x_3 + x_1)I_2 + x_4(x_4 + x_1)I_3 \\
x_2^2(x_2 + x_1)I_1 + x_3^2(x_3 + x_1)I_2 + x_4^2(x_4 + x_1)I_3
\end{bmatrix} =
\begin{bmatrix}
S_0^{(0)} \\
S_0^{(1)} \\
S_0^{(2)} \\
S_0^{(3)}
\end{bmatrix}.
$$

and

$$
\begin{bmatrix}
I_0 + I_1 + I_2 + I_3 \\
(x_2 + x_1)I_1 + (x_3 + x_1)I_2 + (x_4 + x_1)I_3 \\
x_2(x_2 + x_1)I_1 + x_3(x_3 + x_1)I_2 + x_4(x_4 + x_1)I_3 \\
x_2^2(x_2 + x_1)I_1 + x_3^2(x_3 + x_1)I_2 + x_4^2(x_4 + x_1)I_3
\end{bmatrix} =
\begin{bmatrix}
S_0^{(0)} \\
S_0^{(1)} \\
S_0^{(2)} \\
S_0^{(3)}
\end{bmatrix}.
$$

respectively. Now we have rearranged the original set of equations into a set of triangular equations in the unknowns. Observing the right hand sides of (4.1)-(4.3), where we carried out $(3+2+1)=6\ p + ap'$-type operations, and the $(p + ap')$-type operation contains one multiplication and one addition.

Next, we perform the 3 backward steps. Left multiplying both sides of (4.3) by

$$
\begin{bmatrix}
1 & 0 & 0 & (x_4 + x_3)^{-1}(x_4 + x_2)^{-1}(x_4 + x_1)^{-1} \\
0 & 1 & 0 & (x_4 + x_3)^{-1}(x_4 + x_2)^{-1} \\
0 & 0 & 1 & (x_4 + x_3)^{-1} \\
0 & 0 & 0 & 1
\end{bmatrix},
$$

we obtain

$$
\begin{bmatrix}
I_0 + I_1 + I_2 + I_3 \\
(x_2 + x_1)I_1 + (x_3 + x_1)I_2 + (x_4 + x_1)I_3 \\
x_2(x_2 + x_1)I_1 + x_3(x_3 + x_1)I_2 + x_4(x_4 + x_1)I_3 \\
x_2^2(x_2 + x_1)I_1 + x_3^2(x_3 + x_1)I_2 + x_4^2(x_4 + x_1)I_3
\end{bmatrix} =
\begin{bmatrix}
S_0^{(0)} \\
S_0^{(1)} \\
S_0^{(2)} \\
S_0^{(3)}
\end{bmatrix}.
$$
we have
\[
\begin{bmatrix}
I_0 + I_1 + I_2 \\
(x_2 + x_1)I_1 + (x_3 + x_1)I_2 \\
(x_3 + x_2)(x_3 + x_1)I_2 \\
(x_4 + x_3)(x_4 + x_2)(x_4 + x_1)I_3
\end{bmatrix} =
\begin{bmatrix}
S_0^{(0)} + (x_4 + x_3)^{-1}(x_4 + x_2)^{-1}(x_4 + x_1)^{-1}S_3^{(3)} \\
S_1^{(1)} + (x_4 + x_3)^{-1}(x_4 + x_2)^{-1}S_3^{(3)} \\
S_2^{(2)} + (x_4 + x_3)^{-1}S_3^{(3)} \\
S_3^{(3)}
\end{bmatrix}
\]
\[
\Delta \equiv \begin{bmatrix}
S_0^{(4)} \\
S_1^{(4)} \\
S_2^{(4)} \\
S_3^{(4)}
\end{bmatrix},
\tag{4.4}
\]
which can be rewritten as
\[
\begin{bmatrix}
I_0 + I_1 + I_2 \\
(x_2 + x_1)I_1 + (x_3 + x_1)I_2 \\
(x_3 + x_2)(x_3 + x_1)I_2 \\
I_3
\end{bmatrix} =
\begin{bmatrix}
S_0^{(4)} \\
S_1^{(4)} \\
S_2^{(4)} \\
S_3^{(4)} + S_0^{(0)}
\end{bmatrix}\Delta
\begin{bmatrix}
S_0^{(4)} \\
S_1^{(4)} \\
S_2^{(4)} \\
S_3^{(4)}
\end{bmatrix}.
\tag{4.5}
\]
Following the same approach, we have
\[
\begin{bmatrix}
I_0 + I_1 \\
(x_2 + x_1)I_1 \\
I_2 \\
I_3
\end{bmatrix} =
\begin{bmatrix}
S_0^{(4)} + (x_3 + x_2)^{-1}(x_3 + x_1)^{-1}S_2^{(4)} \\
S_1^{(4)} + (x_3 + x_2)^{-1}S_2^{(4)} \\
S_0^{(4)} + S_0^{(5)} \\
S_3^{(5)}
\end{bmatrix}\Delta
\begin{bmatrix}
S_0^{(4)} \\
S_1^{(4)} \\
S_2^{(4)} \\
S_3^{(4)}
\end{bmatrix},
\tag{4.6}
\]
and finally
\[
\begin{bmatrix}
I_0 \\
I_1 \\
I_2 \\
I_3
\end{bmatrix} =
\begin{bmatrix}
S_0^{(5)} + (x_2 + x_1)^{-1}S_1^{(5)} \\
S_0^{(6)} \\
S_0^{(5)} + S_0^{(6)} \\
S_3^{(5)} \\
S_3^{(4)}
\end{bmatrix}\Delta
\begin{bmatrix}
S_0^{(6)} \\
S_1^{(6)} \\
S_2^{(5)} \\
S_3^{(4)}
\end{bmatrix}.
\tag{4.7}
\]
From the right hand sides of (4.4)-(4.7), we see that we needed \((3 + 2 + 1) = 6\) \((p + ap')\)-type operations and 3 additions to get solutions \(I_0 = S_0^{(0)}, I_1 = S_1^{(6)}, I_2 = S_2^{(5)}\) and \(I_3 = S_3^{(4)}\).
\[
\Box
\]
In general, to solve
\[
\begin{bmatrix}
1 & 1 & \cdots & 1 \\
\cdots & \cdots & \cdots & \cdots \\
x_{1j-1} & x_{2j-1} & \cdots & x_{tj-1}
\end{bmatrix}
\begin{bmatrix}
I_0 \\
I_1 \\
I_{l-1}
\end{bmatrix} =
\begin{bmatrix}
S_0^{(0)} \\
S_1^{(0)} \\
S_{l-1}^{(0)}
\end{bmatrix},
\tag{4.8}
\]
for the solutions \(I_0, I_1, \ldots, I_{l-1}\), we perform \(t - 1\) forward steps followed by \(t - 1\) backward steps. In the forward steps, we calculate
\[
S_{l-1}^{(j)} \triangleq x_jS_{l-1}^{(j-1)},
\]
for \(j = 1, 2, \ldots, t\) and \(j \leq i \leq t - 1\)
\[
\tag{4.9}
\]
to obtain
\[
\begin{bmatrix}
S_0^{(0)} \\
S_1^{(0)} \\
S_{l-1}^{(0)} \\
\vdots \\
S_{l-1}^{(l-1)}
\end{bmatrix},
\tag{4.10}
\]
with \(\frac{t(t-1)}{2}\) \((p + ap')\)-type operations. In the \(t - 1\) backward steps, we calculate
\[
\begin{cases}
S_{l+i-j+1}^{(t+i)} = S_{l+i-j+1}^{(t+i-1)} + \theta_{i,j}S_{l+i-j+1}^{(t+i-1)} \\
S_{l+i-j+1}^{(t+i)} = S_{l+i-j+1}^{(t+i)} + S_{l+i-j+1}^{(t+i-1)}
\end{cases}
\]
\[
\tag{4.11}
\]
for \(i = 0, 1, 2, \ldots, t - 2, j = 0, 1, 2, \ldots, t - i - 2\), where \(\theta_{i,j} = (x_{i-1} + x_{i-1})^{-1}\). In (4.11) to get
\[
\begin{bmatrix}
S_0^{(t-1)} & S_0^{(t)} & S_0^{(t+1)} & \cdots & S_0^{(2t-2)} \\
S_1^{(t-1)} & S_1^{(t)} & S_1^{(t+1)} & \cdots & S_1^{(2t-2)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
S_{l-1}^{(t-1)} & S_{l-1}^{(t)} & S_{l-1}^{(t+1)} & \cdots & S_{l-1}^{(2t-2)}
\end{bmatrix}
\tag{4.12}
\]
with \(\frac{t(t-1)}{2}\) multiplication and addition operations. The solution we seek is given by
\[
\begin{cases}
I_i = S_i^{(2t-i-1)} \\
I_0 = S_0^{(2t-2)}
\end{cases}
\tag{4.13}
\]
Note the exact correspondence between (3.5) and (4.8). Therefore, (4.9)-(4.13) can be used for solving (3.5) to obtain values of lost packets \( I[\mu_1], I[\mu_2], \ldots, I[\mu_t] \).

5 Fast Algorithm for Calculating the Syndromes

Most of the computational load in the decoding of our code is due to the syndrome calculation. In this section, we introduce an high speed algorithm for computing the syndromes.

5.1 Definitions and Notations

Assuming that there are \( t \) missing packets in a received codeword \( J \) as given in (3.3.1) and (3.3.2). From (3.4), the syndrome value \( S[\mu] \) corresponding to \( \alpha^\mu \), is given by

\[
S[\mu] = \left[ \begin{array}{c}
S[\mu][0] \\
S[\mu][1] \\
\vdots \\
S[\mu][m-1]
\end{array} \right] = \sum_{i=0}^{n-1} M_{\alpha^\mu} J[i], \tag{5.1}
\]

for \( \mu = 0, 1, \ldots, t - 1 \). Note the similarity of (5.1) and (3.1). Therefore, our fast algorithm for computing syndromes also improves the speed of encoding operation.

Our experiments have shown that at least in the Pentium family of processors, the speed of transfer (i.e., value assignment) operation is roughly the same as that of the XOR operation of two computer words. Hence, we will use the numbers of transfer operations and XOR operations to measure the efficiency of our algorithm. One of the advantages of the algorithm is that once \( S[\mu] \) is calculated, \( S[2^\alpha \mu] (\alpha \geq 1) \) can be obtained easily.

Using the vector expression (2.1) of an element \( \alpha^\mu \in GF(2^m) \) and Theorem 2.1, we have

\[
M_{\alpha^\mu} = (i_0) M_1 + (i_1) M_2 + \cdots + (i_{m-1}) M_{\alpha^{m-1}} = \sum_{\lambda=0}^{m-1} (i_\lambda) M_{\alpha^\lambda}. \tag{5.2}
\]

Substituting (5.2) into (5.1) we obtain

\[
S[\mu] = \sum_{i=0}^{n-1} M_{\alpha^\mu} J[i] = \sum_{i=0}^{n-1} \sum_{\lambda=0}^{m-1} M_{\alpha^\lambda} (\mu i)_\lambda J[i] = \sum_{\lambda=0}^{m-1} M_{\alpha^\lambda} \sum_{i=0}^{n-1} (\mu i)_\lambda J[i].
\]

Thus, to compute \( S[\mu] \) we first calculate \( Q_\mu[\lambda][j] \) from (5.3.3) and then \( S[\mu] \) from (5.3.1).

5.2 Calculate \( Q_\mu[\lambda][j] \)

Eqn. (5.3.3) can be rewritten as

\[
\begin{bmatrix}
Q_\mu[0][j] \\
Q_\mu[1][j] \\
\vdots \\
Q_\mu[m-1][j]
\end{bmatrix} = M \begin{bmatrix}
J[0][j] \\
J[1][j] \\
\vdots \\
J[n-1][j]
\end{bmatrix},
\]

\[
j = 0, 1, \ldots, m - 1; \mu = 0, 1, \ldots, t - 1. \tag{5.4.1}
\]

where

\[
M = \begin{bmatrix}
(0)_{0} & (\mu)_{0} & \cdots & (\mu(n-1))_{0} \\
(0)_{1} & (\mu)_{1} & \cdots & (\mu(n-1))_{1} \\
\vdots & \vdots & \ddots & \vdots \\
(0)_{m-1} & (\mu)_{m-1} & \cdots & (\mu(n-1))_{m-1}
\end{bmatrix}_{m \times n}. \tag{5.4.2}
\]

To simplify our notations in this subsection, we denote \( Q_\mu[i][j] \triangleq Q_i \) and \( J[k][j] \triangleq J_k \). Then (5.4.1) can be written as

\[
\begin{bmatrix}
Q_0 \\
Q_1 \\
\vdots \\
Q_{m-1}
\end{bmatrix} = M \begin{bmatrix}
J_0 \\
J_1 \\
\vdots \\
J_{n-1}
\end{bmatrix},
\]
\[ j = 0, 1, \cdots, m - 1; \mu = 0, 1, \cdots, t - 1. \] (5.5)

Note that if \( \mu \) is not a factor of \( 2^m - 1 \), all the columns in \( M \) are distinct from each other and none of them are the all-zero column. Since each row of \( M \) has exactly \( 2^m - 1 \)'s, direct computation of \( Q_\mu[i][j] \), for \( i = 1, 2, \cdots, m \), from (5.5) (or equivalently from (5.4.1)) requires \( (2^m - 1)m \) XORs and \( m \) transfer operations. The total complexity is \( O(m2^m) \). Instead of carrying out direct multiplication in (5.5), we divide \( M \) into a \( \left[ \frac{m}{\mu} \right] \times \mu \) sub-matrix \( M_u \) and a \( \left[ \frac{m}{\mu} \right] \times n \) sub-matrix \( M_d \). First, let's focus on \( M_u \). Let \( (v_0, v_1, \cdots, v_{\left[ \frac{m}{\mu} \right] - 1})^T \) be a column vector of \( M_u \). Its weighted value is defined as

\[ v = v_0 + v_1 \times 2 + \cdots + v_{\left[ \frac{m}{\mu} \right] - 1} \times 2^{\left[ \frac{m}{\mu} \right] - 1}. \]

We perform a permutation \( \sigma \) on the \( n \) columns of \( M_u \) to rearrange them into \( 2^{\left[ \frac{m}{\mu} \right]} \) groups, \( \sigma_0, \sigma_1, \sigma_2, \cdots, \sigma_{\left[ \frac{m}{\mu} \right] - 1} \), where \( \sigma \) is a group made up of identical columns (i.e., columns with the same weighted value). We also perform the same permutation on the \( n \) vectors \( \sigma_0, \sigma_1, \cdots, \sigma_{\left[ \frac{m}{\mu} \right] - 1} \), to form \( 2^{\left[ \frac{m}{\mu} \right]} \) groups, \( \sigma_0, \sigma_1, \sigma_2, \cdots, \sigma_{\left[ \frac{m}{\mu} \right] - 1} \). Note the one-to-one correspondence between \( \sigma_0 \) and \( \sigma_{\left[ \frac{m}{\mu} \right] - 1} \).

We then calculate

\[ P_v = \sum \{ J[i] \in Y_v \}, \quad v = 1, 2, \cdots, 2^{\left[ \frac{m}{\mu} \right] - 1} \] (5.6)

and

\[ Q_j = \sum \{ P_v | \forall v = v_0 + v_1 \times 2 + \cdots + v_{\left[ \frac{m}{\mu} \right] - 1} \times 2^{\left[ \frac{m}{\mu} \right] - 1}, v_j \neq 0 \}, \] (5.7)

\( j = 0, 1, \cdots, \left[ \frac{m}{\mu} \right] - 1 \). By the same approach we can compute \( Q_{\left[ \frac{m}{\mu} \right]}, Q_{\left[ \frac{m}{\mu} \right] + 1}, \cdots, Q_{m - 1} \) from \( M_d \).

The above process of dividing a matrix into an upper submatrix and a lower submatrix can be done recursively. That is, \( M_u \) and \( M_d \) can each be further divided into two submatrices and so on. Let \( F(m) \) and \( G(m) \) be the number of XORs and transfer operations respectively in calculating (5.6) and (5.7), then we have the following recursive relations:

\[ F(m) = 2(2^{\left[ \frac{m}{\mu} \right]} - 1)(2^{\left[ \frac{m}{2} \right]} - 1) + F\left( \left[ \frac{m}{\mu} \right] \right) + F\left( \left[ \frac{m}{2} \right] \right) \]

with

\[ F(4) = 22, F(3) = 8, F(2) = 2. \] (5.8)

and

\[ G(m) = (2^{\left[ \frac{m}{\mu} \right]} + 2^{\left[ \frac{m}{2} \right]} - 2) + G\left( \left[ \frac{m}{\mu} \right] \right) + G\left( \left[ \frac{m}{2} \right] \right) \]

\[ G(4) = 10, G(3) = 4, G(2) = 2. \] (5.9)

The total complexity of \( F(m) + G(m) \) is \( O(2^m) \). When \( m > 4 \), the new algorithm is much better than the original algorithm.

To illustrated the above concept, consider the following example.

**Example 2**

Let \( M = \)

\[ \begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 
\end{bmatrix}, \]

and

\[ J = (J_0, J_1, \cdots, J_{14}). \]

Direct multiplication of \( M \) and \( J^T \) yields

\[ Q_1 = J_0 + J_1 + J_7 + J_8 + J_{10} + J_{12} + J_{13} + J_{14}, \]
\[ Q_2 = J_1 + J_9 + J_5 + J_7 + J_9 + J_{10} + J_{12} + J_{13}, \]
\[ Q_3 = J_2 + J_3 + J_6 + J_8 + J_{10} + J_{11} + J_{12} + J_{13}, \]
\[ Q_4 = J_3 + J_9 + J_7 + J_9 + J_{11} + J_{12} + J_{13} + J_{14}. \]

It needs 28 XORs and 4 transfer operations. Using our algorithm, we divide \( M \) into two sub-matrices,

\[ M_u = \begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 
\end{bmatrix}, \]

and

\[ M_d = \begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 
\end{bmatrix}. \]

We rearrange the columns of \( M_u \) into 4 groups such that the first, second, third and the fourth groups consist of

\[ \begin{bmatrix} 1 \\ 1 \\ 1 \\ 1 \end{bmatrix}, \begin{bmatrix} 0 \\ 1 \\ 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 1 \\ 0 \\ 1 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \]

respectively. Thus, we have

\[ M_u' = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 
\end{bmatrix}, \]

and

\[ Y_1 = (J_1, J_5, J_9, J_{11}), \]
\[ Y_2 = (J_6, J_8, J_{13}, J_{14}), \]
\[ Y_3 = (J_4, J_7, J_{10}, J_{12}). \]

Using (5.6) and (5.7) we have

\[ P_1 = J_1 + J_5 + J_9 + J_{11}, \]
\[ P_2 = J_0 + J_8 + J_{13} + J_{14}, \]
\[ P_3 = J_4 + J_7 + J_{10} + J_{12}, \]
and
\[ Q_1 = P_2 + P_3, \]
\[ Q_2 = P_1 + P_3. \]

Hence, to calculate \( Q_1 \) and \( Q_2 \) using our method needs 11 XORs and 5 transfer operations. \( Q_3 \) and \( Q_4 \) can be computed using \( M_d \) in a similar manner. □

### 5.3 Calculate \( S[\mu] \) from \( Q_\mu[\lambda] \)

Given \( Q_\mu[\lambda][0], Q_\mu[\lambda][1], \ldots, Q_\mu[\lambda][m-1] \), from (5.3.1), the syndromes can be computed from

\[
S[\mu] = \begin{bmatrix}
S[\mu][0] \\
S[\mu][1] \\
\vdots \\
S[\mu][m-1]
\end{bmatrix} = \sum_{\lambda=0}^{m-1} M_{\alpha^\lambda} \begin{bmatrix}
Q_\mu[\lambda][0] \\
Q_\mu[\lambda][1] \\
\vdots \\
Q_\mu[\lambda][m-1]
\end{bmatrix}
\]

Using the Horner algorithm, we have

\[ S[\mu][j] = M_\alpha (\cdots M_\alpha (M_\alpha Q[m-1][j]+Q[m-2][j]+ \ldots +Q[0][j]) \]

which needs \((m-1)(m+\delta-2)\) XOR operations and \((m-1)m\) transfer operations, where \(\delta\) is the number of terms in the primitive polynomial of \(GF(2^m)\). For example, the primitive polynomial of \(GF(2^{10})\) is \(x^{10}+x+1\), then \(\delta=3\). The summation of the number of XORs and transfer operations is \(2m^2 - m + 1 + (m-1)(\delta-3)\).

In the following, we introduce an more efficient approach which needs \((m-1)^2 + 2m \) XORs and \(2(m-2)+m\) transfer operations. Instead of introducing more notations and describing the general formulas, we illustrate our approach with a specific example.

### Example 3

Let \( m = 10 \) and we want to compute

\[
\begin{bmatrix}
S[\mu][0] \\
S[\mu][1] \\
\vdots \\
S[\mu][9]
\end{bmatrix} = \sum_{\lambda=0}^{9} M_{\alpha^\lambda} \begin{bmatrix}
Q[\lambda][0] \\
Q[\lambda][1] \\
\vdots \\
Q[\lambda][9]
\end{bmatrix}
\]

Consider the \( 10 \times 19 \) binary matrix:

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}
\]

where the \( j \)th column is the vector expression of \( \alpha^{j-1} \) for \( j = 1, 2, \ldots, 19 \). Also consider the \( 10 \times 190 \) binary matrix

\[
M \triangleq [M_1, M_\alpha, M_{\alpha^2}, \ldots, M_{\alpha^{18}}],
\]

where \( M_{\alpha^j} \) is the matrix expression of \( \alpha^j \). From (2.4) we know that \( M_{\alpha^j} \) consists of the \((j-1)th, jth, \ldots, (j+8)th\) columns of \( M \). Let

\[
N = [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 9, 8, 7, 6, 5, 4, 3, 2, 1],
\]

where the \( j \)th component is the number of occurrence of the \( j \)th column of \( M \) in \( M \). Let

\[
\begin{align*}
r[0] &= Q_0[0][0]; \\
r[1] &= Q_0[0][1] + Q[1][0]; \\
\vdots \\
\end{align*}
\]

\[
\begin{align*}
r[j] &= Q_0[j] + Q[1][j-1] + \cdots + Q[j][0]; \\
& \quad \text{for } 0 \leq j \leq 8 \\
\vdots \\
\end{align*}
\]

\[
\begin{align*}
r[9] &= Q_0[9] + Q[1][8] + \cdots + Q[9][0]; \\
\vdots \\
\end{align*}
\]

\[
\begin{align*}
r[j] &= Q[j-9][9] + Q[j-8][8] + \cdots + Q[9][j-9]; \\
& \quad \text{for } 10 \leq j \leq 18 \\
\end{align*}
\]

Thus, to calculate all \( r[j] \) we need \( 2(1+2+\cdots+8)+9 = 81 \) XORs. From the matrix \( \widetilde{M} \), we have

\[
\begin{align*}
S[\mu][0] &= r[0] + r[10] + r[17]; \\
S[\mu][2] &= r[2] + r[12]; \\
S[\mu][9] &= r[9] + r[16]; \\
\end{align*}
\]

where there are \( 2+2+1+3+3+2+2+2+1 = 20 \) XORs. Hence, to calculate \( S[\mu][j] \) from \( Q_\mu[j] \) we need 101 XORs and 28 transfer operations. □
5.4 Calculate $S[2\mu]$ from $S[\mu]$

From (5.2) we have

\[
S[2\mu] = \sum_{\lambda=0}^{m-1} M_{\alpha}^\lambda \begin{bmatrix}
Q_{2\mu}[\lambda][0] \\
Q_{2\mu}[\lambda][1] \\
\vdots \\
Q_{2\mu}[\lambda][m-1]
\end{bmatrix}, \quad (5.10)
\]

where

\[
Q_{2\mu}[\lambda][j] = \sum_{i=0}^{n-1} (2\mu i)_{\lambda} J[i][j], \quad \text{for } j = 0,1,\cdots,m-1.
\]

Using (2.4), $Q_{2\mu}[\lambda][j]$ can be easily derived from $Q_{\mu}[\lambda][j]$ and

\[
\begin{bmatrix}
Q_{2\mu}[0][j] \\
Q_{2\mu}[1][j] \\
\vdots \\
Q_{2\mu}[m-1][j]
\end{bmatrix} = M \begin{bmatrix}
Q_{\mu}[0][j] \\
Q_{\mu}[1][j] \\
\vdots \\
Q_{\mu}[m-1][j]
\end{bmatrix}, \quad (5.11)
\]

where $M$ is defined by (2.5).

Thus, to calculate $S[2\mu]$, we first compute $Q_{2\mu}[\lambda][j]$ from $Q_{\mu}[\lambda][j]$ using (5.11) and then calculate $S[2\mu]$ using (5.10).

5.5 Calculate $S[\mu]$ When $\mu(2^m-1)$

Let $\Delta = 2^m - 1$, then we have \{i| i = 0,1,\cdots,2^m - 2\} = \{i + \xi \Delta| i = 0,1,\cdots,\Delta - 1, \xi = 0,1,\cdots,\mu - 1\}.

It follows from (5.1) that

\[
S[\mu] = \sum_{i=0}^{n-1} M_{\alpha}^\mu J[i][j]
\]

\[
= \sum_{i=0}^{\Delta - 1} \sum_{\xi=0}^{\mu - 1} M_{\alpha}^\mu (i + \xi \Delta) J[i + \xi \Delta][j].
\]

Since, $\alpha^{\mu \Delta} = \alpha^{2^m-1} = 1$, i.e., $\alpha^{(i+\xi \Delta)} = \alpha^{i}$, then

\[
S[\mu] = \sum_{i=0}^{\Delta - 1} \sum_{\xi=0}^{\mu - 1} J[i + \xi \Delta][j] = \sum_{i=0}^{\Delta - 1} M_{\alpha}^\mu \bar{J}[i][j], \quad (5.12)
\]

where

\[
\bar{J}[i][j] = \sum_{\xi=0}^{\mu - 1} J[i + \xi \Delta][j]. \quad (5.13)
\]

Using (5.12) and (5.13) to calculate $S[\mu]$, the number of XORs required is

\[
(\mu-1)m \Delta + 2m \Delta + m(m-8)2^{\frac{m}{2}} - 1 - m(m-2). \quad (5.14)
\]

6 Simulation Results and Discussion

In this paper we proposed an $(n,k)/(m,l)$ packet-loss resilient code based on an $(n,k)$ Reed Solomon code over $GF(2^n)$. The code accepts $k$-packet information sequences and encodes them into $n$-packet codewords, where each packet consists of $m$ l-bit tuples with $l$ an arbitrary positive integer. We also presented procedures for fast encoding and decoding of the code with our description slanted towards decoding operation. By letting $l$ be a multiple of the size of the computer words, almost all of the decoding operations are XOR’s of computer words.

To evaluate the performance of our $(n,k)/(m,l)$ packet-loss resilient code and compare it to related work, we simulated the encoding and decoding operations of our code as well as Rizzo’s algorithm proposed in [11,12] on a Pentium II 233 PC with 128MB memory.

In our $(n,k)/(m,l)$ code, the encoder accepts $k$-packet sequences and outputs $n$-packet codewords, where $n = 2^m - 1$ and $m$ a positive integer. This code is able to recover any $n-k$ or less lost packets. Each packet consists of $m$ l-bit tuples. For efficiency reason, $l$ should be a multiple of the size of the CPU’s computer word which is 32 bits in Pentium II processors. In our simulations, we selected the scenario by letting $l = 32$ bits. Let $t$ be the execution time for encoding/decoding $\mu$ codewords in a simulation run. The encoding/decoding speed in bytes per second can be calculated from

\[
\frac{n \times m \times \mu}{t \times 8} \text{ MB/s.}
\]

We also simulated Rizzo’s scheme which uses a $(n,k)$ Reed-Solomon code over $GF(2^n)$ to recover lost packets. In this scheme, $k$ data packets each of $ml$ bits are encoded into $l$ Reed-Solomon codewords of length $n$ bits. This scheme is able to recover any $n-k$ or less lost packets by performing erasure decoding of the $l$ Reed-Solomon codewords. Again let $t$ be the execution time for encoding/decoding $\mu$ codewords in a simulation run. The encoding/decoding speed in bytes per second can be calculated from

\[
\frac{n \times m \times \mu}{t \times 8} \text{ MB/s.}
\]

Note that the encoding and decoding speed of the Rizzo’s scheme is independent of the parameter $l$.

The results of the simulations for the cases of $n = 63$ ($m = 6$), $n = 255$ ($m = 8$) and $n = 1023$ ($m = 10$) are shown in the table below. In all the cases, the packet loss recovery capability or equivalently the code redundancy is kept at $r = n - k = 11$. 
In each simulation run, the number of codewords being encoded/decoded is on the order of $10^6$. From this table we observe that the decoding speed of our code is 10 to 30 times than Rizzo’s scheme. It is interesting to note that the encoding and decoding speed for $n = 255$ is faster than those of $n = 63$ and 1023. This is because 255 is divisible by both 3 and 5, which results in faster syndrome calculations according to our algorithm presented in Section 5.

Table 1: $n = 63$

<table>
<thead>
<tr>
<th>Encoding</th>
<th>Ours</th>
<th>Rizzo’s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decoding</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 error</td>
<td>378</td>
<td>11.8</td>
</tr>
<tr>
<td>2 errors</td>
<td>126</td>
<td>3.4</td>
</tr>
<tr>
<td>3 errors</td>
<td>108</td>
<td>3.0</td>
</tr>
<tr>
<td>4 errors</td>
<td>54.0</td>
<td>2.4</td>
</tr>
<tr>
<td>5 errors</td>
<td>44.5</td>
<td>1.8</td>
</tr>
<tr>
<td>6 errors</td>
<td>30.2</td>
<td>1.5</td>
</tr>
<tr>
<td>7 errors</td>
<td>25.2</td>
<td>1.2</td>
</tr>
<tr>
<td>8 errors</td>
<td>18.4</td>
<td>1.0</td>
</tr>
<tr>
<td>9 errors</td>
<td>15.4</td>
<td>0.9</td>
</tr>
<tr>
<td>10 errors</td>
<td>12.6</td>
<td>0.7</td>
</tr>
<tr>
<td>11 errors</td>
<td>11.0</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 2: $n = 255$

<table>
<thead>
<tr>
<th>Encoding</th>
<th>Ours</th>
<th>Rizzo’s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decoding</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 error</td>
<td>272</td>
<td>42.5</td>
</tr>
<tr>
<td>2 errors</td>
<td>204</td>
<td>11.6</td>
</tr>
<tr>
<td>3 errors</td>
<td>136</td>
<td>8.0</td>
</tr>
<tr>
<td>4 errors</td>
<td>74.2</td>
<td>6.1</td>
</tr>
<tr>
<td>5 errors</td>
<td>62.8</td>
<td>4.7</td>
</tr>
<tr>
<td>6 errors</td>
<td>45.3</td>
<td>3.9</td>
</tr>
<tr>
<td>7 errors</td>
<td>38.7</td>
<td>3.3</td>
</tr>
<tr>
<td>8 errors</td>
<td>32.6</td>
<td>2.8</td>
</tr>
<tr>
<td>9 errors</td>
<td>29.1</td>
<td>2.4</td>
</tr>
<tr>
<td>10 errors</td>
<td>26.3</td>
<td>2.1</td>
</tr>
<tr>
<td>11 errors</td>
<td>24.7</td>
<td>1.8</td>
</tr>
</tbody>
</table>

Table 3: $n = 1023$

<table>
<thead>
<tr>
<th>Encoding</th>
<th>Ours</th>
<th>Rizzo’s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decoding</td>
<td>16.1</td>
<td>0.55</td>
</tr>
<tr>
<td>1 error</td>
<td>127.9</td>
<td>32.0</td>
</tr>
<tr>
<td>2 errors</td>
<td>62.0</td>
<td>4.57</td>
</tr>
<tr>
<td>3 errors</td>
<td>62.0</td>
<td>2.46</td>
</tr>
<tr>
<td>4 errors</td>
<td>42.6</td>
<td>1.72</td>
</tr>
<tr>
<td>5 errors</td>
<td>40.9</td>
<td>1.30</td>
</tr>
<tr>
<td>6 errors</td>
<td>24.1</td>
<td>1.05</td>
</tr>
<tr>
<td>7 errors</td>
<td>23.5</td>
<td>0.88</td>
</tr>
<tr>
<td>8 errors</td>
<td>16.6</td>
<td>0.76</td>
</tr>
<tr>
<td>9 errors</td>
<td>16.5</td>
<td>0.67</td>
</tr>
<tr>
<td>10 errors</td>
<td>15.9</td>
<td>0.59</td>
</tr>
<tr>
<td>11 errors</td>
<td>15.6</td>
<td>0.53</td>
</tr>
</tbody>
</table>

References


The following are used for discusions on data storage and steaming authentication in the last chapter.

